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Abstract

This paper aims to remove specular highlights from a
single object-level image. Although previous methods have
made some progresses, their performance remains some-
what limited, particularly for real images with complex
specular highlights. To this end, we propose a three-stage
network to address them. Specifically, given an input image,
we first decompose it into the albedo, shading, and specular
residue components to estimate a coarse specular-free im-
age. Then, we further refine the coarse result to alleviate its
visual artifacts such as color distortion. Finally, we adjust
the tone of the refined result to match the tone of the input as
closely as possible. In addition, to facilitate network train-
ing and quantitative evaluation, we present a large-scale
synthetic dataset of object-level images, covering diverse
objects and illumination conditions. Extensive experiments
illustrate that our network is able to generalize well to un-
seen real object-level images, and even produce good re-
sults for scene-level images with multiple background ob-
jects and complex lighting.

1. Introduction

Specular highlights are very common in the real world,
but they are usually undesirable in photographs, since they
can degrade the image quality. In daily life, users often
want to achieve the specular-free image from an image.
For example, specular highlights in facial or document im-
ages sweep away skin details or meaningful texture patterns
which are very important to users. Removing specular high-
lights from a single image enables recovering visual content
with better perceptibility. Moreover, it has many related
applications such as recoloring [1], light source estimation
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[11], recognition of specular objects [18], and intrinsic im-
age decomposition [31]. Thus, specular highlight removal
is a long-standing and challenging problem in computer vi-
sion and computer graphics.

To address this problem, researchers have proposed var-
ious specular highlight methods. They can be roughly di-
vided into two categories: traditional methods [25, 29, 13,
24] based on intensity and chromaticity analysis as well as
optimization, and deep learning-based methods [30, 4, 28].
However, the traditional methods often produce unsatisfac-
tory or even poor results with visual artifacts such as black
color block and detail missing; see Figure 1(b). The main
reason is that they fail to capture high-level semantic infor-
mation to recover the missing colors and details underneath
specular highlights using those meaningful and reliable in-
formation from the non-highlight region. In addition, al-
though the deep learning-based methods have achieved cer-
tain performance improvement, they may still produce un-
satisfactory results with visual artifacts such as illumination
residue and color distortion; see Figure 1(c)(e). It is partly
attributed to the fact that they are trained on relatively sim-
ple images in which materials and illumination conditions
are not diverse enough, leading to their limited generaliza-
tion to unseen images.

We in this paper propose a three-stage specular high-
light removal network, consisting of (i) physics-based spec-
ular highlight removal, (ii) specular-free refinement, and
(iii) tone correction. In the first stage, based on a physics-
based formation model, we decompose an input image into
its albedo, shading, and specular residue components, and
then estimate a coarse specular-free image. In the second
stage, we further refine the coarse result to alleviate visual
artifacts for improving the quality. In the third stage, we
adjust the tone of the refined result to produce the final re-
sult with the similar tone of the input. In addition, to facili-
tate network training and quantitative evaluation, we build a
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(a) (b) (e)(d)(c)

Figure 1. Visual comparison of our method against state-of-the-art methods on a challenging image with nearly white material surfaces.
(a) Input. (b) Yang et al. [29]. (c) Fu et al. [4]. (d) Wu et al. [28]. (e) Ours.

large-scale synthetic dataset rendered by software using di-
verse 3D models and real HDR environment maps. Figure 1
presents the visual comparison on a real image. As shown,
our method is able to produce high-quality specular-free im-
ages without noticeable artifacts encountered by previous
methods. Below, we summarize the major contributions of
our work.

• We propose a three-stage specular highlight removal
network to progressively eliminate multiple types of
visual artifacts such as color distortion and tone incon-
sistency.

• We present a large-scale synthetic dataset of object-
level images, in which each specular highlight image
has corresponding ground truth albedo, shading, spec-
ular residue, and specular-free images.

• We conduct extensive experiments on existing datasets
and our new dataset, and demonstrate that our method
achieves better quantitative and qualitative results than
state-of-the-art methods.

2. Related Work

Single-Image methods. Early methods are mostly based on
chromaticity propagation or optimization. Tan and Ikeuchi
[25] proposed to remove specular highlights via iteratively
comparing the intensity logarithmic differentiation of an in-
put image and its specular-free image. Yang et al. [29]
proposed to use the bilateral filter to propagate informa-
tion from the diffuse region to the specular highlight re-
gion. Kim et al. [13] formulated specular highlight re-
moval as a MAP optimization problem based on the pri-
ors of specular highlights in the real world. However, these
methods may produce unsatisfactory results with visual ar-
tifacts such as black color block, resulting in unrealistic ap-
pearances. To alleviate the issue, Liu et al. [16] proposed
a two-step method in which an over-saturated specular-free
image is first produced by global chromaticity propagation,
and then recovered its saturation via an optimization frame-
work. Guo et al. [6] proposed a sparse and low-rank reflec-
tion model for specular highlight removal. However, they
may fail to effectively recover the missing content under-
neath specular highlights.

Subsequently, researchers have proposed various deep

learning-based methods. Shi et al. [23] proposed a uni-
fied framework that can simultaneously estimate the albedo,
shading, and specular residue components from a single
object-level image. However, it fails to generalize well to
real images with complex specular highlights. Yi et al. [30]
proposed to leverage multi-view image sets (i.e., customer
product photos) to perform specular highlight removal in
an unsupervised way. Fu et al. [4] proposed a multi-task
network for joint specular highlight detection and removal
based on a region-aware specular highlight image formation
model. Wu et al. [28] proposed a GAN-based network for
specular highlight removal using specular highlight detec-
tion map as guidance. Jin et al. [12] proposed to estimate
the reflectance layer from a single image with shadows and
specular highlights. Although these methods achieve good
results, their performance is often limited, particularly for
real images with adverse factors such as achromatic mate-
rial surfaces and complex illumination conditions. In con-
trast, our three-stage method is able to effectively address
previous challenging images.

Multi-Image and Normal-Based Methods. Researchers
have proposed various multi-image and normal-based meth-
ods to more robustly remove specular highlights. Guo et
al. [7] proposed to remove specular highlights for superim-
posed multiple images. Wei et al. [27] proposed a unified
framework of specular highlight removal and light source
position estimation by assuming that surface geometry is
known. Li et al. [14] proposed a method for specular high-
light removal in facial images that may contain varying il-
lumination colors, with the help of facial surface normals.
Although these methods can produce promising results, the
requirement of multiple images or extra auxiliary cues lim-
its their applicability.

Benckmark Datasets. Grosse et al. [5] presented the
MIT intrinsic images dataset, including 20 object-level im-
ages and their corresponding ground truth intrinsic images.
However, these images are not sufficient to support network
training. Shi et al. [23] rendered a large-scale synthetic
dataset for non-Lambertian intrinsic image decomposition
by software. Although this dataset includes a large amount
of images, many of them do not have obvious and meaning-
ful specular highlights for our task. Recently, Fu et al. [4]
presented a real dataset simultaneously for specular high-
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light detection and removal, produced by a series of im-
age processing algorithms on the multi-illumination dataset
IIW [17]. At the same time, Wu et al. [28] also built
a real paired specular-diffuse image dataset via the cross-
polarization photography technique. However, objects and
illumination conditions in these two datasets are somewhat
limited for network training, leading to the unsatisfactory
generalization to unseen images. In contrast, we present a
large-scale synthetic dataset of object-level images, which
covers diverse objects and illumination conditions, and thus
contains various appearances of specular highlights.

3. Methodology

3.1. Overview

Figure 2 presents the pipeline of our three-stage frame-
work. It consists of three stages: (i) physics-based specu-
lar highlight removal; (ii) specular-free refinement; and (iii)
tone correction. Specifically, in the first stage (see (a)), we
decompose an input image into its albedo and shading us-
ing two encoder-decoder networks (Ea-Da for albedo, and
Es-Ds for shading). Then, the specular-free image can be
estimated by multiplying the albedo and shading. In the
second stage (see (b)), we feed the coarse result along with
the input into an encoder-decoder network (Er-Dr) to fur-
ther refine it to alleviate visual artifacts. In the third stage
(see (c)), we feed the refined result along with the input and
its specular residue image into an encoder-decoder network
(Ec-Dc) to adjust its tone so that it has the similar tone as
the input as much as possible. Figure 5 validate the effec-
tiveness of each stage in our framework.

3.2. Physics-Based Specular Highlight Removal

According to the dichromatic reflection model [21], an
input image I can be decomposed into its intrinsic images
1, expressed as

I = A× S +R , (1)

where A, S, and R are albedo, shading, and specular
residue, respectively. Based on the physical image forma-
tion model in Eq. (1), we propose the Physics-based Spec-
ular Highlight Removal stage (PSHR) to recover the intrin-
sic images from an input image. Figure 2(a) illustrates the
mechanism of PSHR. Specifically, given an input image,
we use an encoder-decoder network (Ea-Da) to estimate
albedo, and another one (Es-Ds) to estimate shading. The
specular-free (i.e., diffuse) image D is estimated by

D = A× S , (2)

1Throughout the paper we use the terms albedo and shading loosely for
simplicity. Actually, albedo and shading refer to diffuse albedo and diffuse
shading, respectively.

(a) Physics-based specular highlight removal 

(b) Specular-free refinement 

(c) Tone correction 

Input Specular-free Refined Specular-free

Input

Specular-free

Albedo

Shading

OutputInput Specular Refined specular-free

S
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r

Figure 2. The pipeline of our three-stage specular highlight re-
moval framework.

With Eqs. (1) and (2), we can yield the specular residue R
by

R = I −D . (3)

To facilitate the network training of PSHR, we present a
large-scale synthetic dataset of object-level images for spec-
ular highlight removal (named SSHR). Now, we detail it.

Dataset. To the best of our knowledge, SHIQ [4] and PSD
[28] are only two publicly available real datasets for specu-
lar highlight removal. However, they suffer from the follow-
ing three issues. First, the quantity of objects is quite small,
and the images were captured in controllable laboratory en-
vironments with limited illumination conditions. Second, a
pair of specular highlight and specular-free images may not
be aligned well, since the camera shakes caused by itself or
hand touch during the process of capturing data. Third, even
a well-aligned pair of specular highlight and specular-free
images may have inconsistent color and shading, since the
environmental lighting may have a subtle fluctuation over
time and the camera exposure may vary. In addition, Shi et
al. [23] presented a large-scale synthetic dataset for non-
Lambertian intrinsic image decomposition. However, most
input images in it are not with obvious and meaningful spec-
ular highlights, and thus are not well-suited for our task.
Note that this dataset is currently not publicly available.

To this end, we built a large-scale synthetic dataset tai-
lored for specular highlight removal. Specifically, to ren-
der the data, we first picked up 1500 3D models with their
albedo texture maps from several common categories (such
as car, bus, container, and sofa) of the large-scale 3D shape
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Figure 3. Example environment maps for our rendering. Top: in-
door scenes. Bottom: outdoor scenes.

(a) (b) (d)(c) (e) (f)

Figure 4. Example image groups in our dataset. (a) Input. (b)
Albedo. (c) Shading. (d) Specular residue. (e) Ground truth. (f)
Tone correction version of (e).

dataset ShapeNet [2]. Then, we collected 90 HDR environ-
ment maps from the Internet 2, which includes indoor and
outdoor scenes with diverse material surfaces and illumi-
nation conditions. Figure 3 presents example environment
maps. Finally, we used an open-source render software Mit-
suba [10] and adopted the modified Phong reflection model
[19] to render object models with various environment maps
to generate photo-realistic shading and specular residue ap-
pearance. According to the rendered results, the specular-
free and input images can be obtained via Eqs. (2) and (1),
respectively. Finally, we randomly split the collected 1500
models into 1300 models for training and 200 for testing.
In total, we have 117,000 training images and 18,000 test-
ing images. Figure 4 shows example image groups in our
dataset.

Loss Function. The total loss for physics-based specular
highlight removal LPSHR is defined as

LPSHR = ||A− Â||2 + ||S − Ŝ||2 + ||I −D1 − R̂||2 , (4)

where Â, Ŝ, and R̂ are the ground truths of the estimated
albedo A, shading S, and specular residue R, respectively;
and D1 = A× S is the estimated specular-free image. The
rightmost term of Eq. (4) is to encourage the estimated spec-
ular residue image (i.e., I−D1) to be similar with its ground
truth as much as possible.

3.3. Specular-Free Refinement

The first stage, PSHR, has two drawbacks. First, it tends
to overly remove specular highlights and produce visual ar-

2http://www.hdrlabs.com/sibl/archive.html.
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Figure 5. Ablation study that demonstrates the effectiveness of
each stage in our framework. (a) Input. (b)-(d) Resulting specular-
free images produced by the first, second, and third stages in our
framework, respectively. (e)-(f) Histogram comparison between
(a) and (b)-(d), respectively. Note that the abscissa and ordinate
axes indicate the pixel intensity value and the ratio of the number
of target pixels and the total number of pixels in an image.

tifacts such as color distortion and black color block; see
Figure 5(b). Second, the estimation of specular-free image
by Eq. (2) in low dynamic range has a certain amount of
error, while that in high dynamic range is correct and accu-
rate. In our dataset, the rendering of shading and specular
residue images, as well as the estimation of specular-free
and specular highlight images, is carried out in high dy-
namic range. And all generated images are converted to be
of low dynamic range for network training.

To overcome the above issues, we propose the Specular-
free Refinement stage (SR) to further refine the result from
PSHR. Figure 2(b) illustrates the mechanism of SR. As
shown, the coarse specular-free image, along with the input,
is fed into an encoder-decoder network (Er-Dr) to produce
a refined result. Compared to PSHR, SR is able to pro-
duce better results in terms of detail preserving and natural
appearances; see Figure 5(c). Furthermore, the histogram
comparisons of Figure 5(e)(f) also validate the performance
improvement. As shown, compared to the coarse result, the
intensity distribution of the refined result is more consistent
with that of the input image over the non-highlight region.

Loss Function. The loss for specular-free refinement LSR

is defined as
LSR = ||D2 − D̂||2 , (5)

where D2 and D̂ are the refined specular-free image and its
ground truth, respectively.

3.4. Tone Correction

Although the specular-free image from PSHR is further
refined by SR, its overall tone is sometimes noticeably dif-
ferent from the input, and thus looks somewhat unreal; see
Figure 5(c). The main reason is that the specular-free im-
ages in our training data are of slightly lower brightness than
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the input images, due to the inherent defect of software ren-
dering; see Figure 4. To overcome this issue, we propose
the Tone Correction stage (TC) to adjust the tone of the re-
fined result to match that of the input as closely as possible.
Figure 2(c) illustrates the mechanism of TC. As shown, the
refined result, along with the input and specular residue im-
ages, is fed into an encoder-decoder network (Ec-Dc) to
produce a tone-corrected result. Figure 5 validate the effec-
tiveness of TC in terms of tone preservation. From it, we
can see that the overall tone of the tone-corrected result by
TC is significantly closer to that of the input than the results
by PSHR and SR.

The key idea of TC is to correct the tone of the ground
truth specular-free images in our dataset as new supervi-
sions for network training. Figure 6 illustrates this mech-
anism. Formally, given an input image I , and its ground
truth specular-free image D̂ and specular residue image R̂,
we first use Otsu’s method on R̂ to separate all pixels of
I into two types of regions, specular highlight region Mh

and non-highlight region Mn. Then, we find tone correc-
tion function T that minimizes the tone correction error E
between the specular-free and input images over the non-
highlight region:

E = |T (D̂)− I|2ΩMn
, (6)

where ΩMn
denotes all pixels of Mn. We formulate T as

the following linear transformation:

T = M ∗ (ph ps pv 1)′ , (7)

where p denotes a pixel in D̂, whose intensity value in
HSV color space is (ph, ps, pv); M is a 3× 4 matrix which
stores the parameters in the tone correction function; ∗ de-
notes matrix multiplication; and (·)′ denotes matrix trans-
pose. The above operation in HSV instead of RGB bene-
fits obtaining a robust solution, because specular highlights
mainly cause variations in the saturation and value chan-
nels. We can solve the problem in Eq. (6) using the least-
squares method. Finally, we utilize T to correct all pixels
of D̂ for each training group in our dataset, and use them as
new supervisions for network training.

Loss Function. The loss for tone correction LTC is defined
as

LTC = ||D3 − D̃||2 , (8)

where D3 and D̃ are the tone-corrected specular-free image
and its ground truth, respectively.

3.5. Network Training

The total loss L for the training of our whole network
includes LPSHR, LSR, and LTC, written as

L = λ1LPSHR + λ2LSR + λ3LTC . (9)

Here, λ1, λ2, and λ3 are the weighting balance parameters,
which are experimentally set to 1.

(a) (b) (c)

(d) (e) (f)
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0
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Figure 6. Tone correction for ground truth specular-free images
in our dataset. (a) Input. (b) Ground truth specular-free image.
(c) Tone correction version of (b). (d) Specular highlight mask of
(a). (e) Histogram comparison between (a) and (b). (f) Histogram
comparison between (a) and (c). Note that the specular highlight
pixels are excluded using (d) for plotting histograms of (a)-(c).

3.6. Implementation Details

The four encoder-decoder networks in our three-stage
framework have the same architecture. We adopt the U-Net
architecture [20] as the default choice, known for its con-
ciseness and effectiveness. We implement our whole net-
work in PyTorch and train it for 60 epochs on a PC with
NVIDIA GeForce GTX 3090Ti. The whole network is op-
timized using the Adam optimizer. The initial learning rate
is set to 1× 10−4, divided by 10 after every 10 epochs, and
the batch size is set to 16. Moreover, we also adopt hori-
zontal flip, and specular highlight attenuation and boosting
editing [4] for data augmentation.

4. Experimental Results
4.1. Datasets and Evaluation Metrics

We evaluate our network on three datasets, including our
SSHR, SHIQ [4], and PSD [28]. We adopt two commonly-
used metrics (i.e., PSNR and SSIM) to quantitatively evalu-
ate the performance of our network, as in [4, 29]. In general,
higher PSNR and SSIM values indicate better results.

4.2. Comparison with State-of-the-Art Methods

We compare our method against four traditional methods
[25, 22, 29, 3] and two recent deep learning-based methods
[4, 28]. For fair comparison, we produce removal results
for four traditional methods using publicly available imple-
mentation provided by the authors with optimal parameter
setting. Besides, if necessary, we re-train two deep learning-
based methods, and fine-tune their key parameters to pro-
duce better results as much as possible. We note that our
network fails to be trained on SHIQ and PSD, since they do
not include ground truth intrinsic images. To train and eval-
uate our network on them, we modify the first stage of our
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(f) (j) (k) (m)(h) (i)(g)(a) (b) (e)(d)(c)

Figure 7. Visual comparison of our method against state-of-the-art methods on our synthetic testing images. (a)(g) Input. (b)(h) Yang et al.
[29]. (c)(i) Fu et al. [4]. (d)(j) Wu et al. [28]. (e)(k) Ours. (f)(m) Ground truth.

method to estimate the specular-free and specular residue
instead of the original albedo and shading.

Quantitative Comparison. Tables 1 reports the quantita-
tive comparison result on three datasets. As shown, overall,
our method achieves higher PSNR and SSIM values, indi-
cating that our method is superior to state-of-the-art meth-
ods. In addition, four traditional methods [25, 22, 29, 3]
achieve much higher PSNR and SSIM values on our syn-
thetic dataset than real SHIQ and PSD datasets. The reason
is two-fold. First, these methods are based on the dichro-
matic reflection model, and so does the rendering of our
synthetic dataset. As a result, they are capable of address-
ing our synthetic images. Second, real specular highlights
in SHIQ and PSD may not be well characterized by an ide-
alized image formation model, while images in them are
often with adverse factors such as white material surfaces
and heavy texture.

Visual Comparison. Figure 7 presents the visual com-
parison on our testing images. We can see that for im-
ages with nearly white material surfaces, traditional meth-
ods often produce unrealistic results with severe visual ar-
tifacts such as color distortion (see the 4th row in (b)) and
black color block (see the 1st row in (h)). Although the
deep learning-based method [4] is able to effectively re-
move specular highlights and recover the missing details,
it sometimes suffers from color distortion artifacts (see the
4th in (c)). Besides, the deep learning method [28] fails
to effectively remove specular highlights (see the 1st row
in (d)), and may produce unreasonable texture details (see
the 2nd row in (d)). In comparison, our method is able to
produce high-quality photo-realistic removal results with-
out noticeable visual artifacts caused by previous methods.
Due to space limit, the visual comparisons on SHIQ and
PSD are provided in our supplementary material.

Table 1. Quantitative comparison of our method with state-of-the-
art specular highlight removal methods on our SSHR, SHIQ [4],
and PSD [28]. The best results are marked in bold, while the
second-best results are underlined. Ours-A, Ours-B, and Ours-C
denote our network without the specular-free refinement stage, the
tone correction stage, and both these two stages, respectively.

Dataset SSHR SHIQ PSD
Metric PSNR↑ SSIM↑ PSNR↑ SSIM↑ PSNR↑ SSIM↑

Tan [25] 24.281 0.874 11.041 0.403 11.581 0.560
Shen [22] 24.388 0.904 13.923 0.428 13.886 0.610
Yang [29] 23.243 0.894 14.310 0.502 12.866 0.611

Fu [3] 23.270 0.881 15.746 0.723 14.400 0.665
Fu [4] 26.979 0.895 34.131 0.860 21.516 0.883

Wu [28] 25.731 0.894 23.420 0.920 21.801 0.880
Ours-A 26.083 0.918 24.930 0.896 21.263 0.897
Ours-B 28.903 0.925 22.019 0.843 18.932 0.830
Ours-C 24.231 0.893 20.309 0.805 18.301 0.801
Ours 28.633 0.940 25.575 0.933 22.759 0.903

User Study. We further conducted a user study to evaluate
the robustness and generalization capability of our method
on real images. Here, three recent state-of-the-art methods
[3, 4, 28] are compared. We first randomly downloaded
200 images from the Internet by searching the keywords
“chair”, “statue”, “storage bag”, and “decoration”. Fig-
ure 8(a) presents several example images. Then, we pro-
duced specular-free images for all downloaded images us-
ing our method and other compared methods, and recruited
20 participants from a school campus for rating. Finally, we
asked the participants to score all results in a random order
using a 1(worst)-to-4(best) scale (as done in [26, 8]) on the
three questions: (1) Is the result free of highlights? (denoted
as Q1); (2) Are the missing details recovered? (denoted as
Q2); and (3) Is the result visually realistic? (denoted as Q3).

Figure 9 summarizes the user study results, where the

12816

Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on June 12,2025 at 08:35:21 UTC from IEEE Xplore.  Restrictions apply. 



(a) (b) (f) (j)(h) (i)(g)(e)(d)(c)

Figure 8. Visual comparison of our method against state-of-the-art methods on real object-level images. (a) Input. (b) Fu et al. [3]. (c) Fu
et al. [4]. (d) Wu et al. [28]. (e) Ours.

0 1.5 2 2.5 3 3.5 40.5 1

Is the result free of highlights?

0 1.5 2 2.5 3 3.5 40.5 1

Are the missing details recovered?

0 1.5 2 2.5 3 3.5 40.5 1

Is the result visually realistic?

Ours

Wu et al. [2022]

Fu et al. [2021]

Fu et al. [2019]

Figure 9. User study results on the three questions.

average and standard deviation values of scores received
by each method are presented. As shown, our method
achieves higher average scores and lower standard devia-
tions, indicating that our results are more preferred by the
participants with lower subjective bias. Figure 8 presents
the visual comparison on example images. As shown,
our method is able to effectively address real images and
produce high-quality results with natural appearances, al-
though it is trained on the synthetic data.

4.3. Discussions

Ablation Study. Besides the visual comparison results
shown in Figure 5, we also quantitatively validate the effec-
tiveness of each stage of our method (denoted as “Ours”) by
constructing the following three variants:

• Ours-A: ours without specular-free refinement.

• Ours-B: ours without tone correction.

• Ours-C: ours without both specular-free refinement

and tone correction (i.e., only with physics-based spec-
ular highlight removal).

Table 1 reports the quantitative results of our method and
its variants on our SSHR, SHIQ, and PSD. From the re-
sults, we can observe that the PSNR and SSIM scores of
our method and its three variants overall follow the rela-
tionship: Ours > Ours-A > Ours-B > Ours-C, except for
a special case: Ours-B > Ours > Ours-A > Ours-C on our
dataset. From it, we can draw two conclusions. First, as
the number of the used stages increases, the performance
of our method overall gets better and better, illustrating the
effectiveness of each stage of our method. Second, the tone
correction stage leads to a performance drop on our dataset,
due to the domain gap between our synthetic data and its
tone correction version. However, it further improves the
performance on SHIQ and PSD. This is because the result-
ing errors from the differences between them and their tone
correction versions can be fully offset by the performance
gain brought by further learning of the network.
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(a) (b) (e)(d)(c)

Figure 10. Visual comparison of our method against state-of-the-art methods on a challenging image with multiple background objects. (a)
Input. (b) Yang et al. [29]. (c) Fu et al. [4]. (d) Wu et al. [28]. (e) Ours.

Generalization to Grayscale Images. Figure 8 presents
the visual comparison on color images (see the left column)
and their grayscale version (see the right column). As can
be seen, the traditional method [3] suffers from leaking a
small amount of specular highlights into the specular-free
images (see the 1st and 2nd rows in (g)). For two deep
learning-based methods, the method [4] sometimes fails to
effectively remove specular highlights (see the 3rd row in
(h)). The method [28] produces unsatisfactory or even poor
results with visual artifacts such as severe color distortion
and disharmonious color block. In comparison, our method
trained on our synthetic data is able to generalize well to real
grayscale images, which have almost the same performance
as on color images.

Generalization to Scene-Level Images. Figure 10 presents
the visual comparison on scene-level images. As can be
seen, the traditional method [29] often mistakes white ma-
terial surfaces (see the circular jade in (b)) as specular high-
lights to be removed, and undesirably produce black color
block artifacts. For the two deep learning-based methods,
the method [4] fails to effectively recover the missing color
underneath specular highlights. The method [28] often pro-
duces unsatisfactory results with color distortion artifacts.
In comparison, our method produces good results with re-
alistic color and clear texture details. This illustrates that
our method is able to generalize to scene-level images with
multiple background objects to a certain extent.

Limitations. Our method has two limitations. First, our
method, as well as previous methods, all fail to recover
missing texture details and color underneath strong (i.e.,
high-intensity and large-area) specular highlights. Fig-
ure 11 presents an example. As can be seen, the missing de-
tailed patterns on the body of the wooden kitten underneath
strong specular highlights (see the red boxes) are less able
to be recovered very well. Second, although our method
achieves good results for object-level images, it may pro-
duce unsatisfactory results, particularly for complex natural
scenes often with achromatic material surfaces, color light-
ing, noise, and so on.

(a) (b) (c)

Figure 11. A failure case of our method. (a) Input. (b) Specular-
free image. (c) Specular residue image.

5. Conclusion
We in this paper have proposed a three-stage method

for object-level specular highlight removal. Our key idea
is to progressively eliminate multiple types of visual arti-
facts to produce high-quality results with natural appear-
ances. In addition, we have presented a large-scale synthetic
dataset of object-level images to facilitate network training
and quantitative evaluation. In our dataset, each input spec-
ular highlight image has corresponding ground truth albedo,
shading, specular residue, and specular-free images. We
have conducted extensive experiments to illustrate the su-
periority of our method over previous methods in terms of
quantitative comparison (i.e., higher PSNR and SSIM val-
ues), visual comparison, and a user study.

Our future work is to integrate features from inpainting
[15] into our network to remove strong specular highlights
while restoring the missing texture details and color under-
neath them. Another direction is to design more effective
and complex backbone networks such as diffusion models
[9] to further improve the performance of our method.
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