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Abstract based packet delivery. Nevertheless, there are increas-
Packet classification has attracted research attentionsg demands for such services as policy routing, security,
along with the increasing demands for more flexible serraffic engineering, quality of service, etc. The paucity of
vices in the Internet today. Among different design ap-routing semantics makes innovation in developing higher
proaches, hardware based classification is attractive devel services more difficult or restricted to limited scppe
it can achieve very fast performance. We present oue.g., on edge routers only.
design and implementation of a two dimensional router There are many studies on packet classification,
(TwoD router). It makes forwarding decisions, in hard- among which 5-tuple (destination and source addresses,
ware level, based on both destination and source addestination and source ports, transport layer protocol)
dresses. This can fundamentally increase routing semaifit7] and 2-tuple (destination and source addresses)
tics to support services beyond destination-based rou{5][38][22] have attracted most attention. Many studies
ing. Our TwoD router is also motivated by our effort are software-based solutions. It has limitation to scale to
towards developing two dimensional IP routing. network wide deployment and support services with high

With one more dimension, the forwarding table grows performance requirements.

explosively. Theoretically, the storage footprint in- In this paper, we develop routers that have the 2-tuple
creases fronO(N) (the number of destination prefixes) packet classification in hardware level. More specifi-
to O(N?). Itis no longer possible to fit such forwarding cally, the forwarding decision is based not only on the
table into TCAM, the de facto router standard. In this pa-destination address, but also on the source address. We
per, we propose a new forwarding table structure througlehoose to develop such router because 1) 2-tuple packet
aneat separation of TCAM and SRAM where we harvestlassification is easier to start; 2) destination address pr
the speed of TCAM and the storagef/flexibility of SRAM. vides reachability information, and source address pro-
Under this structure, we first develop schemes to mainvides identity information. We believe that destination
tain forwarding correctness. We then develop algorithmsand source addresses have a higher priority in routing
to further compress TCAM and SRAM storage. With a semantics. We show that our TwoD router achieves the
pipelining scheme, we show that the lookup speed of ougsame lookup speed as conventional routers. We further
TwoD router is the same to the conventional routers. Weshow examples, where TwoD router can be used to easily
also develop algorithms that minimize memory rewritessupport services as policy routing and load balancing.
during update operations. We evaluate our design with This router is also motivated by our on-going work on
an implementation on a commercial router, Bit-Enginedep|oying Two Dimensional-IP (TwoD-IP) routing for
12004, using real data sets to support two practical sefchina Education and Research Network 2 (CERNET?2)
vices, policy routing and load balancing of CERNET2. [45], which is the largest IPv6 network worldwide. With
Our design does not need new hardware. The evaluationwoD-IP routing, we can easily deploy policy routing,
results show that our TwoD router can be practical forsecumy services, traffic engineering, which have been

ISPs like CERNET2. looking forwarded by CERNET?2 for a long time [46].
. There are many challenges to make this router real.
1 Introduction For hardware-based forwarding, the de facto standard of

To provide reachability service, conventional Internetthe routers is TCAM-based forwarding. It achieves fast
routers classify packets based on destination addresand constant lookup time. TCAM, however, has low ca-
Such one dimensional router is adequate for destinatiorpacity, large power consumption and high cost [26]. The



largest TCAM chip in market can only accommodate 1show that our TwoD router can achieve linecard speeds,
million IPv4 prefixes [27]. with very small TCAM and SRAM footprint.

When designing a TwoD router, the immediate change The paper is organized as follows: We present back-
it brings about is the forwarding table size. More specif-ground and related work in Section 2. Section 3 is de-
ically, the Forwarding Information Base (FIB) stored voted to TwoD router storage design. We introduce the
in TCAM will tremendously increase. This is because FIST structure and we prove its correctness for the for-
a straightforward implementation, i.e., using the tradi-warding operation. We further present our TCAM and
tional Cisco Access Control List (ACL) structure (we SRAM compression schemes. Section 4 is devoted to
call it ACL-like structurethereafter), means that the TwoD router operation designs: the nexthop lookup and
FIB table changes fron{destinatiop — {action} to  update operations. We present our implementation de-
{(destination, sourcé¢)— {action}. LetN be the num- signs in Section 5, which improve TwoD router in prac-
ber of destination prefixes aibe the number of source tical situations. Section 6 show our implementation on a
prefixes. In the worst case, the number of TCAM entriescommercial router. We evaluate the TwoD router in Sec-
can beO(N x M). This structure increases TCAM size tion 7. In Section 8 we discuss some current limitations.
by an order and a practical consequence is that TCAMFinally, we conclude our paper in Section 9.

cannot holc_i entries of_such scale. Note that the num-, Background and Related Work
ber of destination prefixes in current backbone routers

is 400,000 [1]. If a TwoD router is implemented by an We first present some background on hardware packet

ACL-like structure, it is beyond the TCAM storage even Processing in a router. We show a common implemen-
with a few tens of source prefixes. tation in Fig. 1. After a packet arrives on a router, it
In this paper, we design a new forwarding table struc Will traverse the datapath on a linecard, which include

ture called FISTFEIB Structure forTwoD-IP). The key ACL (Access Control List), PBR (Policy Based Routing)
of FIST is a neat separation of TCAM and SRAM and finally FIB. ACL and PBR are used for different lev-

SRAM has larger memory and it is 10 times cheaperandEIS of packet classification, and r_nostly implemented at
consumes 100 times less energy than TCAM. In FlST,powerfuI edge routers. In some implementations, ACL

TCAM contributes fast lookup and SRAM contributesaa_nOI PBR are merged into one module [11] and some

large memory space for nexthop storage. This separatio?‘fmple routers only have FIB. The key that there are

reduces the TCAM storage fro®(N x M) to O(N+M). S0 many separated modules instead of one FIB is that

We solve many challenges under this new FIST struc Ve do need packet classification, yet the complexity of

ture. First, a straight-forward implementation of this packet classification makes it difficult for FIB to support

separation will leave empty cells in SRAM table. We them directly. Therefore, the FIB is made up with only

develop a scheme to saturate the table and prove thdeestlnatlon-based prefixes, and ACL and PBR contains

correctness of FIST in handling forwarding operations.m:"ces.Sary classification rulgs. lf.a packet matche; the
Second, we develop algorithms for further TCAM and rules in ACL or PBR, they will be f||t_ered (or handed in
SRAM storage compression. Especially, SRAM is flexi-to control plane for further processing) and forwarded.

ble and we develop deduplication schemes that substaerherWlse’ it goes to the FIB for destination-based for-

tially reduce SRAM footprint. Third, we develop effi warding. The conventional FIB structure is shown in Fig.

cient pipeline schemes for nexthop lookup operation tha?(a)' The prefixes are stored in TCAM and the nexthop

achieves the same performance to conventional routerg.c“ons are stored in SR_AM' . e
Clearly, if we may build more routing semantics into

We further propose a color tree structure to organize th . . .
prop g IB itself, it makes the router logically more sound, and

entries and develop algorithms to minimize the numbe . . :
bayg possibly less messier of the rules in the ACL/PBR mod-

of rewrites on SRAM in an update operation. . . . :
. . : I ules. In this paper, we show a first step by including
Besides the architecture choice and algorithmic de- . . . ; :
. L .~ source address (which we think contains the richest in-
signs, we tune the TwoD router with important im-

. : o formation besides destination address) in the FIB.
plementation designs. More specifically, we present a

non-homogeneous FIST structure, a special treatment LineCard [T 1 ¥
. . | N
for (_jefault source pref|>_<, and some |mportan_t param_eter —»| ACL [>| PBR | FiB _:_,s\mtch_>
choices. These further improve TwoD router in practice. ) S gl [ S g
We implement the FIST on a commercial router, Bit- Discard/ tDiscard/ Discard/

Hand-in Hand-in  Hand-in

Engine 12004. We only need to redesign the hardware _
Figure 1: The datapath that packets traverse

logic, and we do not need new hardware. We carry out
comprehensive evaluations using the real topology, FIB Packet classification is an important topic throughout
prefix and traffic data from CERNETZ2, in two practical the Internet history [37][13][40][41]. For software-base

scenarios, policy routing and load balancing. The resultsolutions, the simplest solution is linear search. Others



Dst Prefix Nexthop action Src Preﬁxl;)st»Preﬁx Nexthop action put in a hlgher priority in packet CIaSSification and we

I D B S 7 fully eliminate the multiplicative effect in TCAM.
710" »] 1.00.1 1107 147 > 1.003 | |TCAM Our work is also inline with our on-going effort in de-
101> 1.001 101#[ = ] 1,004 S%Jl veloping Two Dimensional IP Routing for CERNET2
. i P e i [46]. We have already deployed source functions on
(a) FIB (b) ACL-like some edge routers [44] to achieve better security. We
Figure 2: Conventional FIB and ACL-like structures look forward for a network wide deployment of two di-

can be classified into decision tree, tuple search and dénensional routers. It makes design and development of
composition based solutions. Decision tree techniqued Wider range of services much easier with such support.
[11][34] use tree structure to prune the search space and

; ] . # DestinatiorSource| Nexthop DestinatiorSource| Nexthop
find a single rule. In [42], a novel structure for cutting the prefix  prefix | action prefix  prefix | action
address space is proposed to efficiently construct a tree. 1 == 1.00.1 11 110 01* | 1.0.0.2
i i .2 e 101* | 1.00.0 12 101* oo | 1,001
Tuple sea\_rchtechmques [36_][35][5] exploitthat the num- - 2 L1er 1002 13 1o+ 101 | 1000
ber of unique prefix length is much smaller than prefix 4 o1 1.0.00 14 101* 11 | 1.0.0.2

number. These techniques thus set up hashing structure 5 011* T 1002 15 101 01 1 1.0.00
. . . 6 110* Fkkk 1.0.0.1 16 11* Fkkk 1.0.0.2
in each space partitioned based on the prefix length. De- 7 7110+ 11* | 1002 17 11% 11* | 1003
composition techniques [19][12][43] break the classifi- 8 110 101* | 1.0.00 18 10* 10 1.0.0.2

. ) . . 110 100* | 1.0.02 19 10% 100* | 1.0.0.2
cation process into several parallel searches on single di- 19 170+ 117 | 1003 20 10 1= | 1003
mensions. In [19], each dimension is matched separately
and returns a bit vector, that will be ANDed together. In
[43], each smgle d|men§|on is searched in SRAM usingag  EIST: the TwoD Routing Table
novel encoding mechanism, and concatenation of the en-

coded results in single dimensions is searched in TCAM3.1  The TwoD Forwarding Rule

In [39], optimized d_ata structures such as Bloom Filter|n conventional router, longest matched first (LMF)
Arrays are used to improve the lookup efficiency. Soft-yyje is used to decide which destination prefix will be
ware based solutions suffer from performance and arénatched. Here, we first present the definition of the for-
less popular than hardware-based solutions. warding rules that is used in two dimensional routing.
For hardware (TCAM) based solutions, they can|etd ands denote the destination and source addresses,
achieve constant lookup time, yet they are limited by p, andpsdenote the destination and source prefixesfor
the TCAM capacity [27][26]. Various compression or ands, Leta denote an action, more specifically, the nex-
aggregation schemes have been proposed [21][38][25}hop corresponding tpg andps. The storage structure of
Most studies are based on the ACL-like structure. For exq TwoD router is a table of entries of 3-tufdley, ps, ).
ample, an encoding algorithm is proposed to reduce th
width of TCAM [20]. In [25], a non-prefix approach to
compress TCAM is studied. Intrinsically, conventional
FIB structure suffers from multiplicative effect [43], and
this leads to storage explosion [40][39]. For example,
a straightforward TwoD router design using ACL-like
structure is in Fig. 2(b). We observe that conventional
FIB structure leads to a ‘fat’ TCAM and a ‘thin’ SRAM. Our rule is defined based on the following princi-
There are studies proposing more compact structuregles: 1) conflict avoidance: it has been shown [22] that
to reduce the multiplicative effect [26]. For example, if matching the source and destination addresses at the
in [27], it first lookups in a one dimensional table stor- same priority, LMF rule cannot decide. Even using the
ing destination prefixes, and outputs a sub-table storindirst-matching-in-table tie breaker still results in lopps
source prefixes, where the actions can be found. Thusind resolving the conflicts is NP-hard. 2) compatibility:
it can merge different sub-tables if they are the samematching destination prefixes first emphasizes on con-
In [28], SPIiT is proposed which exploits SRAM. The nectivity and is compatible with the current destination-
width of SRAM is extended such that each prefix pointsbased architecture. If no source prefix is involved, our
to multiple actions. Thus sub-tables can be merged with+ule naturally regresses to traditional forwarding rule.
olut having their actiops_the.same. It still doeg not intrin—3_2 FIST Basics and Correctness
sically solve the multiplicative effect. There is a recent _
work that focuses on reducing the power consumptiors-2-1  FIST Basics
[23]. The TCAM size is not reduced. Our work specifi- The key idea is a separation of TCAM and SRAM (see
cally considers source address, which we believe can bEig. 3). In this separation, the destination and source

Table 1: A Two Dimensional Forwarding Example

%efinition 1. TwoD forwarding rule Assume a packet
with s and d arrives at a router. The destination ad-
dress d should first matchyaccording to the LMF rule.
The source address s should then matghagcording
to the LMF rule among all the 3-tuples given that i
matched. The packet is then forwarded to next hop a.



Source Table L : [ 1cam
§ [ srAm and develop a pipelining scheme so that the router per-
Source Index formance is the same with that of conventional routers.
T 1o 316 Nexthop Index|Nexthop merface SRAM is more flexible than TCAM. We will show that
g 2 0 7.0.0.0 we can develop compression algorithms in SRAM to fur-
48 1]2[0[2[3]2 E,\> 1 1.0.0.1 i
o S ol 270 3 1003 ther reduce TD-table storage. Before all these, we first
o 3 0.0, _
° = 2 3 3 7003 discuss FIST correctness.
S + 2 2{3 Mapping Table
Destination ' TD_table 3.2.2 FIST Correctness: FIST Establishment and

Index TD-cell

Figure 3: FIST: A forwarding table structure for TwoD-IP

TD-cell Saturation

For the sake of conciseness, we only focus on TD-table
prefixes are stored in TCAM, with an offset table point- establishment. We establish a TD-table by inserting the
ing to the nexthop table stored in SRAM. As the nexthopentries (e.g., Table 1) into an empty TD-table. Fig. 3
information is long, we have another mapping table soshows the TD-table after inserting the entries in Table. 1.
that the main SRAM nexthop table only stores an index. Note that after insertion, there will be empty cells.

Formally, we design Forwarding Information Base Consider a packet with destination address 1011 and
Structure for Two Dimensional Router (FIST). FIST has source address 1111 arrives at the router. According to
two tables stored in TCAM and two tables stored in TwoD forwarding rule, the destination prefix 101* will
SRAM. In TCAM, one table stores the destination pre-first be matched. There are four rules (including the de-
fixes mapping to alestination indexwe call the table fault rule) associated with the destination prefix 101*.
destination tablethereafter), and one table stores theSource prefix 11** will then be matched. This leads
source prefixes mapping tosmurce indeXwe call the to rule (101*11**,1.0.0.9. With the new structure,
table source tablethereafter). One table in SRAM is a however, destination prefix 101* will be matched and
two dimensional table that stores the indexed nexthop ogource prefix 111* will be matched. Unfortunately, cell
each rule (we call iTD-tablethereafter) and we call each (101* 111*) (3,4 row and % column) in TD-Table does
cell in the arrayTD-cell. The destination and source in- not have any index value. Intrinsically, for prefix pairs
dexes in TCAM point to a TD-cell in SRAM. The other (pg, ps), if there exists a source prefpf that is longer
table in SRAM stores the mapping relations of index val-thanps, cell (pq, p) rather thar{pg, ps) will be matched.
ues and next hops (we callitapping-tableéhereafter). Definition 2. Conflicted cell For a TD-cell (pq, pl), if

For each rulé py, ps, @), Pq is stored in the destination iyere is rule(pq, ps,a) where g is a prefix g, and we

table, andps is stored in the source table. For i, Ps)  cannot find an action b such thépg, pl,b) itself is a
cell in the TD-table, there stores an index value. Frome,le. we call(pg, pl) a conflicted cell.

this index valuea is stored in the corresponding position

of the mapping table. Note that the index value is much_ 10 address the problem, we develop algorithm TD-
shorter than the nexthop informatian Saturation() to saturate the conflicted cells with appro-

We show an example in Fig. 3. F¢i10*11** priate index value. As an example, using this algorithm,
1.0.0.3, 110*is stored in the destination table and pointsth€ TD-table of Fig. 3 becomes Fig. 4(a).

to destination index 2, that is associated with therdw; Algorithm 1: TD-Saturationg)
and 11**is stored in the source table and points to SOUrc€ pegin
index 4, that is associated with thg 4olumn. Inthe TD- // Ris the set of TwoD forwarding rules

foreach py, ps do
if A(pd,ps,a) € R then

table, the cell(110* 11**) that corresponds tong row 2
3
4 8 = {(Ps, pd,a) € R|Pa = pa}
5
6

and 4y, column has index value 3. In the mapping table,
the next hop with index value 3 is 1.0.0.3. 8' = {(Ps, Py, &) € 8|ps is a prefix ofps}
With FIST, The FIST TCAM storage i®(N + M) bits. Find (Ps, Pa,8) € 8',V(py, P, &) € ', psis a
The FIST SRAM storage i©(N x M) bits. prefx of P o value of
Clearly, FIST migrates the “multiplication” factor into i the cell (pa, ps) with index valuie of:
SRAM, rather than eliminate it. Such migration is based
on the following facts: 1) TCAM storage capacity is Theorem 1. FIST (withTD-Saturatio)) correctly han-
much smaller than SRAM; 2) TCAM is 10-100 times dles the rule defined in Definition 1.
more expensive than SRAM; 3) TCAM consumes 100+p 601, If & packet matches a conflicted céfig, ps). S

times more power than SRAM [21][9][4]. _ contains all rules givepq is matched.ps’is a prefix of
This migration does not slow down the forwarding ,_ thys the packet also matches rulessin According
speed. The dominant factor for forwarding speed isi, | ine 6,(Ps, P, 4) is the longest match in source given

TCAM lookup, which FIST maintains. In FIST, there is matched. S¢ ) should be set with the index
o . ] Pd Pd; Ps
are additional SRAM accesses. We discuss this shortllsf a according to Definition 1. O

4
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Catalog table Dictionary table
(a) Apply TD-Saturation() (b) TCAM compression (c) SRAM - optimal TD-table (d) SRAM - fixed block deduplication
Figure 4: FIST forwarding table storage
3.3 Forwarding Table Compression Theorem 2. Applying ORTC twice on FIST, one on des-

The FIST structure provides us a framework that main-ination table and the other on source table, leads to the

tains the processing speed in TCAM and migrates théninimum combined TCAM storage.
storage to SRAM. Under this framework, we further
minimize both the TCAM tables and SRAM tables. We Proof. We give the algorithm and proofin [47]. O
first formally define equivalence class of TwoD tables. For example, after TCAM compression, the forward-
As such, we can select a TwoD table in the equivalenc<?ng table in Fig., 4(a) becomes Fig. 4(b). '
class that has the minimum size.

Let Py, Ps be the set of destination, source prefixesre-3 3 0 grAM Compression
spectively. Letf(pa), pa € Py (OF fe(Ps), ps€ B be @ 1 o oo o tables in SRAM, where the TD-table dom-
mapping function that maps a destination (or source) Pres tes. We thus focus on minir'nizing the TD-table
fix pg (or ps) to a destination index (or source index). ' . o
Let T D(x,y) denote the cell i, row andygn column of Problem 1. Optimal TD—ta_bIe Comp_ressmn.leen
TD-table. We use a 5-tuplgPy, Ps, fr (), fe(+), TD(-,-)} {Pa, P, fr('),’ fc,(')’,T D('; b f'n,d an equivalent forward-
to denote a TwoD forwarding table. ing table{Ry, Ps, 17 (+), fe(), TD'(-,-)} such that the stor-

age space in the TD-table, i.el{ f/(p})|p} € Pi}| x

Definition 3. {P, P, f/(-), f{(:), TD/(-,-)} isequivalent  |{fi(ps)|ps € P} is minimized.
to {Py,Ps, fr (), fc(+), TD(-,-)}, if for any destination ad-
dfesls d and source address s, d njatcr}gam_;?d and ¢, ply compress the TD-table by merging duplicated rows
in By, s matches gin Ps and g in Ps according to LMF  (¢61umns). In a one dimensional router, merging two en-
rule, then T fr (pa), fe(ps)) = T D' (Fr(py), fe(ps))- tries requires two destination prefixes to be aggregatable.

For a given forwarding table, our objective is to find It is not necessary in FIST structure since we can merge
an equivalent forwarding table with the minimum storaget® rows (columns) as long as we make their destination

To find the optimal TD-table compression, we sim-

space. We discuss TCAM and SRAM separately. (source) indexes the same. _ _
We call two rows (columns) in TD-tablelupli-
3.3.1 TCAM Compression catedrows (columns ) ifT D(f; (pq),-) = TD(f: (p}),-)

For TCAM compression, there exists a dynamic pro-(TD(-, fc(ps)) = TD(-, fe(pL))).
gramming based algorithm Optimal Routing Table Con-Theorem 3. Eliminating the duplicated rows and
structor (ORTC) [10], which computes the minimized columns computes the optimal TD-table compression.
TCAM for a set of prefixes in one dimensional router.  Proof. We give the proof in [47]. O
In our scenario, we apply ORTC separately to desti- For example, after eliminating duplicated rows
nation and source tables in TCAM. There are two prOb'(cqumns), the table in Fig. 4(b) becomes Fig. 4(c).
lems. First, in a one dimensional routing table, a prefix Although we can find the optimal TD-table compres-
leads to a scaler (the nexthop), yet in a TwoD routing ta=sjon, rows that are entirely duplicated are rare, as such,
ble, a prefix leads to a vector. Second, we need to studihis alone has a very small compression ratio. Note that
the quality of application of ORTC, i.e., we show that it SRAM is much more flexible than TCAM. We can take
also leads to minimum storage in TCAM. this advantage to develop improvement schemes. We ob-
To map this vector to a scaler, we preprocess the vectoserve there are abundant duplications if we only extract a
with a collision-resistant hash function. We use SHA-1 sub-chunk of a row. Intuitively, we can compress them.
ORTC is then applied. Our goal is therefore to search the TD-table to find re-
dundant patterns, extract them, and use single pointers to
Here, with SHA-1, the collision probability is many ordefswag- ~ '€place them. Similar methods in data compression for
nitude smaller than hardware error rate [32]. disk and file systems can be found in [24].




Problem 2. Optimal SRAM CompressionGivena TD- M = 10,000 and the size of each cell in catalog and dic-

table, find a minimized representation of it such that 1) ittionary tables to be one unit. We can see that at a fixed
only contains nexthop index and pointers to other posi-p, storage size first decreases with block length, because
tions in itself; 2) we can find a TD-cell in constant time. of deflation of catalog table; and then increases, because

This problem is NP-complete (see proof in [47]). of inflation of dictionary table. In Fig. 5(b), we show

Due to the complexity of the problem, we solve it with the blockller?gth that minimizes the _storage size. We can
a heuristic fixed block deduplicatianThe basic idea is see that ifp is large, i.e., TP't_ab'e is sparse, the block
to cut a full row into sub rows and merge them. The length should be large. This is because for sparse TD-
probability of duplicated sub rows becomes high table, larger block length reduces the catalog table while

Merging sub rows requires some modification on TD-Increasing dictionary table a little.
table. Fortunately, SRAM is much more flexible than x10° 50
TCAM to incorporate changes.

A sub-rowis a continuous group of cells in a row. Let
W (0 < W < M) be the length (number of cells) of a sub-
row. Thisw is predetermined (we will analyze later) 200 |
for a TD-table. We separate the TD-table intcata- Probatily 0% 0 slock lengtn L
log tableand adictionary table(see an example in Fig. _ (a) Storage size (b) Optimal block length
4(d) wherew= 3). The TD-table is divided into sub-row Figure 5: Relation between storage size and block lergth,
chunks. The dictionary table contains all unique chunks4 TwoD Routing Table Operations
The catalog table maps every chunk of sub-rows of thane investigate two operations of the TwoD routing table,
TD-table into a single cell, where the value in the cell is forwarding lookup and routing table update.
the index to the_ d_lctlonary tab_le. Note that TD-ta_bIe and4_1 FIST Lookup
catalog table-dictionary table is a one-one mapping. . .

We develop a deduplication procedure to construct théNe _f|rst_ present the basic Ipokup steps and th_en _show
new catalog-dictionary tables from a TD-table. A formal & pipeline _Iookup. We will show that the pipeline
flow chart is in [47]. Basically, we scan the TD-table, lookup achieves the same performance as the conven-

and extract all sub-rows. For each sub-row, we first com-tlonal routers for each '°°"UP operaﬁon. o
pute itsfingerprint using SHA-1 function. With bloom Sub-routine for e fxed block deduplcation
filter [8], we can judge whether the sub-row is a dupli- .
cated one or not. If bloom filter judges it is, we search
in a data structure callefihgerprint store which orga-
nizes all detected fingerprints with fingerprint,r, k >
triples, where is the sub-row index in the dictionary ta-
ble, andk is the number of sub-rows that are hashed to
fingerprint. If we can not find it in fingerprint store (due
to the false positive probability of bloom filter) or bloom
filter judges it is not duplicated, then we insert the sub- o o
row into the dictionary table, and a new triple into the 1 N€ lookup action is shown in Fig. 6. When a packet
fingerprint store. Using the search result, we fill the cor-271ves, the router matches the destination and source
responding cell of catalog table with the sub-row index__preﬂxes in parallel in the destination and source tables

We explain how bloom filter and fingerprint store can bein TCAM. This parallelism is possible since we have
implemented in practice in Section 5.3. a saturated TD-table. The destination table and source

Theoretical Analysis: Let pr (pc) be the probability table then gach outputs the SRAM qddresses that point
that two cells in the same row (or column) are identi- ©© the destination index and source index. The SRAM
cal. Letpy be the probability that two cells in different 2ddresses are passed to an FIFO buffer, which resolves
rows and different columns are identical. We assume tha!® Un-matching clock-rates between TCAM and SRAM.
P=pr = pc> pu, andN > M > 1. We present formal The router then obtains the destination index and source
analysis on the catalog-dictionary table structure in [47] Ndex. The router can thus identify the cell in the TD-
Two main analytical results can be summarized as: 1) wéPle, and return the index value. Using this index, the
should cut rows rather than columns and 2) for a sparser
TD-table, the block length should be larger; For a denser  wsig [~
TD-table, the block length should be smaller. Table |

As an example, in Fig. 5(a), we show the storage sizesessior nc

as a function of block length angl with N = 100,000, destinaton tab
(a) Without fixed block deduplicatiofb) Within fixed block deduplication

Figure 7: Space-time diagram of the lookup process pipeline
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router looks up the mapping table, and returns the nex- Action(pg, ps,a) means a rule upopg, ps is changed.
thop information. It can also incur changes in multiple values. For ex-
After applying the fixed block deduplication, the TD- ample, if we execute Update(101*1**,1.0.0.3), both
table is separated into a catalog table and a dictionary101* 11**) and(101* 111*) have to change.
table. Thus, we replace the TD-table lookup step with We develop an algorithm to find the minimum num-
a new sub-routine. After obtaining the destination indexber of updates of TD-cells for Actiopg, ps,a). Note
and source index, the router can find an entry in the catthat running this algorithm also needs time. From an
alog table, and return a sub row index in the dictionaryarchitecture point of view, it is important to clarify the
table. Using the sub-row and original source index, thebottleneck: the rewrites on hardware or the update algo-
router returns the nexthop index to the mapping table. rithmin CPU. The update algorithm are performed in the

Theorem 4. The lookup speed of FIST is one TCAM p|uscontrol plane. The access time of TD-cells (rewrite) is of

three SRAM clock cycles. Within fixed block deduplica-the order of tens of nanoseconds (including the transition
tion, the speed increases by one SRAM clock cycle. time on bus). If the running time of the algorithm does
not match such speed, or there is a bottleneck on the bus

Proof. The theorem is true because source and destindsetween data and control planes, such algorithm should
tion tables (indexes) can be accessed in parallel. I not be chosen. Nevertheless, from the design point of

As a comparison, the conventional destination-base(}f'ew’ we present this algorithm. Our algorithm has the

routing stores destination prefixes in one TCAM, and ac- ollowing properties: 1).'t is optimal and 2) 't. can output
. the TD-cells to be rewritten one by one during the com-
cesses both TCAM and SRAM once during a lookup. T . : .
L . utation; this makes it possible that cell rewrites in the
We develop a pipeline lookup process (see Fig. 7

for further amortizing each individual lookup operation inecard and algorithm computation in the control plane
ST uzing P Oper " to be pipelined. We first formally present the problem.
Pipelining itself is not new and almost all routers imple-

ment it today. Using the pipeline, the lookup speed OfProblem 3. Optimal transformation: Given a TD-
FIST can achieve one packet per clock rate. table T, -) andAction(pa, ps,a), find a new TD-table

, TD/(-,-), such that [{(pg, ps)|TD(fr(pa), fe(ps)) #
Observation 1. The lookup speed of the FIST routers TD/(f,(py), fc(ps))}| is minimized.

(with pipelining) is the same as conventional routers. The key insight of our solution is that the cells asso-
In practice, SRAM clock cycle is smaller than TCAM ciated with a destination prefix can be divided into two
cycle [18]2 Also, the bottleneck of a router is normally different groups. One is the conflicted cells and one is
during delivering packets through the FIFO. These factghe rest. As such, we will first build color tree data struc-
further validate that FIST lookup speed is comparable tdure to organize the cells. With this color tree, we will

conventional routers. develop algorithms for insertion and deletion where only
part of the nodes will be updated. Intrinsically, updates
4.2 FIST Update can be done only for a few nodes between confliction

An update in routing table includes insertion, deletionnodes. This color tree is also stored in the router con-
and update. A big difference in TwoD router from one trol plane (more specifically in DRAM). Note that con-
dimensional router, is that an update will no longer be aventional router also stores data structure such as tries to
rewrite on a single value, but on multiple values that canorganize prefixes. DRAM is much larger and cheaper,
even be a full row or column. so the extra burden for our algorithms is acceptable. We
We consider three update actions: 1) insertion:will prove that our algorithms indeed minimize the com-
Insert(g, fr(pq)), Inserts, fc(ps)) and Insertpy, ps, ), putation cost and the number of cell rewrites.
2) deletion: Deletetq, fr(pq)), Delete@s, fc(ps)) and A Color Tree Structure and Update Algorithm
(?:rlr?;igﬂic?;’ a)v'veg) uus%d?:\iﬁo%zda;eﬁ; p);, a)AC:;gne(gse We build a color tre€T(py) for each destination pre-
f )and A’\ct'onb a) 0 de,no;e t?1e,m ®  fix pg. The tree includes all source prefixes in source
c(Ps). 'oNPa. Ps, ' ... table as nodedlodeps). Nod€gps) is an ancestor of
ACt'(_)n(pd' fr(Pa)) happens when the reachability in- Nod€p;) if psis also a prefix ofp,. The nodes are
form_at|on of Py cha_nges, €.g., BGP messages annoUNCE, arked with two colors, black and white, where white
or withdrawpg. Action(ps, fe(Ps)) happens when router o are those conflicted nodes in Definition 2 and the
updates the policy of a source prefix. Actiga( fr(pg)) rests are black nodes. An example is shown in Fig. 8
updates a full row and Actiopg, f(ps)) updates a full LetB(pg) = {NOdG(bs)|3(pd T 8 ¢ %) bo the SEt.Of.
column in TD-table. The complexity cannot be reduced.black nodes, I€W(pg) = {Nodé(p;)lﬁﬂ(pd Ps.a) € R}
We discuss solutions in practice in Section 5. be the set of white nodes. For exéméle, in’ Fig.

2TCAM is fast as it has extraordinary parallel process, yst alue 8' we S_hOW a color treeCT(101*) for destina-
to such parallelism, each individual access is slower tHRAN. tion prefix 101* where B(101*) = {Nodg**** ),




Nodg01**), Nodg101*, Nodg11**)} and 5.2 Updates on Source Default Prefix

W(101%) = {Node{_lOO*), NOdG{lllf)}' We find that the updates on default entries of the source
Tp compqte optimal transformatlon of an update, Wetaple, i.e., Actionfg, *, &), can cause a large number of
definedomainof of a black node in color trees. rewrites. This is because source default prefix resides at
Definition 4. In CT(py), domain of Nodéps) € B(pg)  the root node of the color trees. This means that once
is D(pg, pPs) = {Nod€ps)} UN, where N C W(pq) it is updated, it may cause a lot of subsequent updates.
and Nodép,) € N satisfies: 1) Nod@j) is a child of  Unfortunately, the default entry changes more frequently
Nod€ps); 2) ~INod€ps) € B(pg), where Nodjs) is  than others, because it has to change when connectivity

an ancestor of Nod®,) and a child of Nodgps). information of py changes. For example, nowadays, the

Intuitively, the domain of a black node is the update frequency on connectivity information can reach

largest sub-tree that roots at itself and does not conger\‘/?/ of thousan?s _perl s:[ecgn;j [thg]' v f h
tain any other black nodes. For example, in Fig. © propose 1o 1solate detault entry from ine source

8, the domain ofNode*** ) is D(101* = ) — table. We remove this ent.ry from source table.and rat_her
{Node*** ), Node100%)}. than being matched exp_I|C|tIy when the full wildcard is
hit, the default nexthop is matched when none entry in
Lemma 1. For Action(pg, ps, @), changing cell sef(pa,  the source table is matched. We put the default entry in
Ps)INod€ps) € D(pg, ps)} to index of ais the minimum. - gestination index. In Fig. 9, we show the transformation.
Note that with this improvement, some cells in TD-
table may be empty. For example, after isolating,
nod€100%) does not belong to the domain of any black
node in Figure 8, thus cell (101*, 100*) becomes invalid
in Fig. 9. When a packet matches an empty cell, the
packet will be forwarded to the nexthop of the default
From Lemma 1, we know that it is enough to find the entry in the corresponding destination prefix.
domain that need to be updated. We develop update al- After removing the default entries from the source ta-
gorithms using depth-first search on the domain. Theple, updating on the default nexthop of a destination pre-
details of the algorithms is in [47]. Note that the com- fix does not influence TD-table. For example, in Fig. 9,
plexity of the algorithms is the size of the domain to be Updaté101* ****  3) only needs to change the default
updated. Our algorithms can be pipelined. Using dualnexthop index in the destination index to be 3. After iso-
port SRAM [29]3, TD-table update also does not need [ating, we believe the update frequency of TD-table will
to interrupt the lookup process. be low, with the following two facts: 1) the update of
. . non-connectivity rules will be slow, and it does not have
5 Implementation Design to respond instantly to the changes of network topology;
We further improve the memory footprint and update 0p-2) most prefixes in the current forwarding tables are near
erations for practical situations. leaf nodes in color trees [6], so we only need to update a
few cells during most updates.

Figure 8: Color tre€T(101*) for Fig. 3

5.1 A Non-Homogeneous FIST Structure

We expect that in practice, only a few prefixes, e.g., the
prefixes that belong to famous web servers and data cen-

ters, have more next hops than the default ones. Itis thugm S
wasteful to leave a row for every destination prefix. To o 2(212121212
become more compatible to the current router structurpﬁ 1 g 8 f g g
and further reduce the SRAM space, we divide the for- 7| 2[3[2]2[3]2
warding table into two parts. In the first part each prefix [} 2[3]2|2]3]2

points to a row in TD-table, and in the second part each
prefix points directly to an index value. For example, in

Fig. 3, destination prefix 011* does not need any specific5'3 Parameter Selection: Fixed Block

source prefix, so it is stored in the second part. Deduplication of SRAM Combression
In our implementation, we logically divide the table P P

into two parts using a indicator bit in destination index. In our fix block deduplication procedure design (Section
With this structure, Actiongg, f; (pq)) does not updatea 3-3.2), two important parameters need to be settled dur-

Figure 9: Isolate default entry from source table

full row in TD-table if pg only needs default nexthop. ~ ing implementation. We discuss them in detail.
SCurrent dual-port SRAM can resolve the read-write collisioe., Bloom filter: We use the _bas_|c bloom filter to aC_CeI'
read during write operation at the same cell [2]. erate the full storage deduplication process. To avoid un-



necessary lookups in the fingerprint store, there existether internal SRAM block. Then FPGA gets the next
a summary vector [48], which uses a vectornobits.  hop information, and delivers the packet to the next pro-
The bloom filter usek independent hash functions, each cessing module - switch co-process module, which will
mapping a fingerprint randomly to a bit in the summary switch the packet to the right interface.

vector. To keep the false positive rate below 2%, we set . ) .
m= 256K andk — 4. 7 Performance Evaluation and Simulation

Fingerprint store: The fingerprint store organizes all we evaluate our TwoD router through experiments us-
detected fingerprints. To achieve fast searching, we iming real data sets. We also conduct simulations to assist
plement it with 256 buckets. The last byte is used to magevaluation of SRAM compression under various settings.
each fingerprint to a bucket. We then search in a buckebue to page limitation, our simulation results are in [47].
using binary search. . ]

We set the size of a cell in the catalog table to be 32/-1 Evaluation Environment
bits, the size of a cell in dictionary table to be 8 bits, Our evaluation environment is shown in Fig. 12. There
which is also the size of a TD-cell. are three components: 1) a PC host with a CPU of Intel

We generate the fingerprints using the SHA-1 functionCore2 Duo T6570 acting as the control plane, 2) a 4GE
of OpenSSL crypto library [3]. It can process over 2.5Gblinecard equipped with both ACL-like and FIST struc-
SRAM per second when a sub-row has 500 cells. It cariures for TwoD router, and 3) a traffic generator (IXIA
even be accelerated by 6+ times if implemented in hard1600T) with speed of 4Gbps. The traffic generator is
ware [16]. Because deduplication overheads are mostlgonnected to the linecard through optical fibers and the
due to computations of fingerprints [31], so 1Gb SRAM linecard is connected to the PC host through serial ca-

can be deduplicated within about 1 second. bles. The traffic generator sends packets of 64 bytes (in-
) cluding 18 bytes Ethernet Header) at full 4Gbps speeds.
6 Implementation The linecard receives the packets, performs lookups and

We implement the TwoD routing table on a commercial Sends the packets back to the traffic generator.

router, Bit-Engine 12004, which supports 4 linecards. In We evaluate the storage footprint for TCAM and
each linecard, there are a CPU board (BitWay CPU824®RAM, and the lookup and update processing speed.
with clock rate 100MHz), two TCAM chips (IDT 7 2 Data Sets

75K62|100)’ a(r; zz%i&h'%_(p‘lt?éa_r52#?;267280){ a_r('dee study two practical scenarios: policy routing and load
several cascade chips ( ) Insi ebalancing. Both scenarios are based on true demands of

th%FP(_BA Th'p' ther_e ex_|stz mtedrnal SRAM mehmo(;y. CERNET2, which provides access services for universi-
dl:jr 'mp ementztlon IS af]e don em\s/:;ng g\r \.Narer’]ties/institutions in more than 22 major cities of China.
and does not need any new hardware. We re-design the iy each scenario, we generate data sets of 1)

origingl destination-based rquter through. r_ewriting abou TwoD rules that need to be stored in the forwarding table,
1500 lines of VHDL codes with some additional C codes.z) packets flows for lookup and 3) update sequence.

The logical implementation is shown in Fig. 10 and a
picture of our hardware is shown in Fig. 11. 7.2.1 Scenario 1: Policy Routing in CERNET2

In data plane, due to our resource limit, we placeCERNET2 has two international exchange centers con-
destination and source tables in different blocks of onenecting to the Internet: Beijing (CNGI-61X) and Shang-
TCAM chip. Consequently, the FPGA has to access théiai (CNGI-SHIX). During operations, we found that
TCAM twice for one lookup. Clearly this increases per CNGI-61X is very congested with an average throughput
lookup delay. Note that many hardware support multi-of 1.18Gbps (February 2011); and CNGI-SHIX is much
ple lookups in parallel, e.g., Cisco’'s TCAM4 that allows more spared with a maximal throughput of 8.3Mbps at
four in parallel [23]. The TCAM memory is structured the same time. CERNET2 wants to divert out-going In-
according to L-algorithm [33]. More specifically, pre- ternational traffic to CNGI-SHIX (Shanghai portal).
fixes of the same length are clustered together and free We collect the prefix and FIB information from CER-
space between different clusters is reserved to guarant®ET2. There are 6973 prefixes in the FIB, and 6406
fast updates in TCAM. are foreign prefixes. At the initial stage, we select three

In Fig. 10, the packet first arrives at the Interface universities: Tsinghua University (in Beijing), HUST (in
module. After matching, the TCAM module will out- Wuhan) and SCUT (in Guangzhou) to forward their traf-
put the matched prefix, and through the TCAM associ-fic to CNGI-SHIX. We thus simulate three FIBs on three
ated SRAM, FPGA will get the destination and sourcerouters, Beijing, Wuhan and Guangzhou (we call each
indexes. Then FPGA accesses the internal SRAM blockIB PR-BJ, PR-WH, and PR-GZ).
for the TD-cell. After obtaining the nexthop index, The traffic flow is generated as follows: Using the real
FPGA accesses the mapping table, which resides in ariraffic data of the related router, we choose 255 unique
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Figure 10: The framework of router design linecard of Bit-Engine 12004 Figure 12: Evaluation environment

macro flowswhich are identified by their source and des- flow to the least utilized exchange center. The algorithm
tination prefixes. They dominate over 85% of the totalachieves an approximation factor of 2.
traffic. For each macro flow, we obtain its flow rate, and We construct three forwarding tables, each at differ-
scale it such that the total rate is 4Gbps. We then generatnt time points, i.e., 6:00, 14:00 and 22:00 during Jan
255 unique packet streams (upper limit of IXIA 1600T), 15, 2012 on the router of Wuhan (we call each forward-
each bound with a macro flow. The IP addresses of eacimg table LB-MO, LB-AF, and LB-EV). Among them,
packet are randomly distributed in the address spaces &B-EV is the largest one, because more traffic should be
the prefixes of the related macro flow. moved when 22:00 is the peak traffic point during a day.

We generate the update sequence on the router of The traffic flow is generated using the same way as
Wuhan as follows: the initial forwarding table only con- Scenario 1. The update sequence is generated as follows:
tains destination prefixes, and we add all rules into theve compute a new load balancing forwarding table every
forwarding table all at once. In this way, we simulate ahour, and compare it with that of the previous hour. Ac-
common scenario, where ISPs decide to carry out a poleording to the difference between them, we obtain the
icy at some time point. update sequence of each hour. Fig. 14 shows the number
of updates per hour in this scenario.

Table 2 summarize the number of rules and updates
Uig';tz Z#i 25?366i 18‘3306i Sooere i 718 i 7842 i o . (PR: policy routing LB: load balancing). For compari-

son, we use the ACL-like structure as a benchmark.

| PR-BJ | PR-GZ | PR-WH| LB-MO| LB-AF | LB-NI

Table 2: Data sets overview

_ o 7.3 Evaluation Results
7.2.2 Scenario 2: Load Balancing in CERNET?2

Fig. 13 (Y-axis is anonymized) shows the bandwidth7'3'1 Storage of Basic FIST Structure

utilization of CNGI-6I1X and CNGI-SHIX. The trafficis In Fig. 15(a), we can see that the TCAM space in FIST
quite dynamici thus poiicy routing itself may not fu”y can be 1/50 as Compared to ACL-like structure. For ex-
solve the load unbalance problem of CERNET2, thougrample, in PR-WH, FIST consumes 1Mb TCAM storage,

it can give higher priority to certain prefixes like Ts- while ACL-like structure consumes more than 72Mb. In
inghua University. To have a more thorough solution, wethe LB scenarios, FIST gain is smaller. This is because
need dynamic load balancing mechanisms in future. Adn the PR scenario, many rules share the same destination
a case study, we collect one Tera-Bytes of NetFlow traf-Or source prefixes yetin the LB scenario, there are much
fic data during Jan, 2012 on routers of Beijing, Shanghal€ss two dimensional rules.

and Wuhan. We will redistribute the traffic flows. In Fig. 15(b), we can see that, in the PR scenario, the
SRAM space in FIST can be 1/40 as compared to ACL-

o cneishx] 8 like structure. For example, in PR-WH, FIST consumes
g - CNOIOX ) 2 1000 i i% 3Mb SRAM storage, while ACL-like structure consumes
s 3XWK ii‘i qi i ?i “ag: sooﬂ ii fii fi tﬂ i 125Mb. Inthe LB scenario, FIST consumes more SRAM

£ 24 ii Hi iii; jitt H £ storage. This is because in the PR scenario, although

! 2 :

x — = % m 0 2  therearemanyrules, the TD-table is very dense, and nex-
Time (day) Time (day) thop index further condenses the nexthop information. In

Figure 13: Utilization of  Figure 14: Number of updates for ~ the LB scenario, the TD-table is much sparser. In Sec-
CNGI-61X and CNGI-SHIX load balancing tion 7.3.3, we show that the SRAM storage of FIST can

We try to redistribute each macro flow to different ex- be greatly reduced, due to the flexibility of SRAM.
change centers, such that load is optimally balanced. The To give an overview on the benefits we can achieve
problem can be reduced to Multi-Processor Schedulindrom FIST, we estimate the cost and power consump-
problem [7] which is NP-hard. Thus we use the greedytion of FIST and ACL-like structures. We set the price,
first-fit algorithm, which greedily assigns each macroand power consumption of one MB SRAM to be $27 and
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zz: \M 122' \M influence is still much smaller than ACL-like structure.

2 A . . .

2 2 We conclude that FIST structure will not impose high

kY A .

2 K update burden on lookup. In the PR scenario, all updates
z A can be finished in less than 10 seconds without influenc-
2 PR-BJ PR-GZPR-WHLB-MO LB-AF LB-EV 2

Prsrpr-czpr-wHB-MOLB-AR BBV g lookup, which is fast enough for installing a policy.
(a) TCAM storage space (b) SRAM storage space  In the LB scenario, the maximum number of updates per
Figure 15: Size of each forwarding table with basic struetur hour is 1,301, that can be finished within 1 second with-

0.12 Watt, one MB TCAM to be $200 and 15 Watt [30]. out influencing lookup.

We use the simple linear model to estimate them [23]. In  SRAM Accesses During UpdateFIST causes more
Table. 3, we can see that the cost and power consumpticiccesses to SRAM. Although it does not interrupt the
of FIST are far less than those of ACL-like structure. Forlookup with dual-port SRAM, it is limited by hardware
example, to accommodate PR-WH, the FIST costs $36.2apacities and computing resources. In Fig. 19, we show
and consumes 1.94 Watts while ACL-like structure costghe number of accesses to SRAM per 100 updates. We
$3057.4 and consumes 199.35 Watts. This is becaugén see that the number of SRAM accesses in FIST is

FIST moves the storage from expensive and high powe@ne order less than ACL-like structure. For example, in
consuming TCAM to SRAM. the PR scenario, each update causes only 1 SRAM ac-

cess in FIST, and tens of SRAM accesses in ACL-like
structure. This is because in FIST, an update only needs
to rewrite part of the conflicted TD-cells. In ACL-like
structure, frequent moves in TCAM lead to subsequent
moves in SRAM.

3.0476

|  Cost($) | Power (Watt)
ACL- ‘ ACL-

3.0476]
FIST Yike | FIST| ke

PR-BJ | 32.7] 2093.3 1.92] 136.49
PR-GZ | 30.8| 1557.7 1.91| 101.57

3.0476|

Rate (Gbps)

3.0475|

PR-WH | 36.2| 3057.4 1.94| 199.35 30475 = Receiving rate _

LB-MO | 415| 595 | 1.97| 3.88 545 R 7.3.3 Storage of FIST with Improvements

LM-AF | 50.3| 61.4 | 2.02| 4.00 0 R . ) . .
LM-EV | 49.3| 62.0 | 2.01| 4.04 Except the basic setting, we evaluate in other two settings

Table 3: Estimated price and power Figure 16: Lookup speed after compression, with non-homogeneous structure.

consumption of each forwarding table without update

[CITCAM-Compress
[ SRAM-Compress
ACL-like

[CITCAM-Compress
[ SRAM-Compress
ACL-like

7.3.2 Lookup and Update Operations

Lookup Speed: In Fig. 16, we show the lookup speed
without updates. We can see that without updates, bott
sending and receiving rates reach line speeds (Etherne
frame contains 8 bytes preamble and 12 bytes gap, thus
the maximum rate is & <94 ~ 3.0476Gbps). We also

WP RPN
N Nt

PR-BJ PR-GZPR-WHLB-MO LB-AF LB-EV PR-BJ PR-GZPR-WHLB-MO LB-AF LB-EV

(a) TCAM-compression (b) SRAM-compression

64120 ?
look into the data traces,4£nd find none packet loss. Note %: BC-ike %2 BAC ke
that the speed reaches the upper limit of the linecard we :?“ ;7_0
use, and it can be higher with better linecards. 2] 7]
TCAM Accesses During Update: We evaluate the % %
7—0 PR-BJ PR-GZPR-WHLB-MO LB-AF LB-EV 7'0 PR-BJ PR-GZPR-WHLB-MO LB-AF LB-EV

number of accesses to TCAM because updates in TCAM
will interrupt the |OOkUp. In Flg 17, we show the num- (c) TCAM-non-homogeneous (d) SRAM-non-homogeneous
ber of TCAM accesses per 100 updates in PR and LB
scenarios. We can see that the number of TCAM ac- @LT—I& BCT—I&
cesses that FIST causes can be three orders of magnituc
less than ACL-like structure. For example, in the PR sce-
nario, FIST causes 2-3 TCAM accesses per 100 update
while ACL-like structure causes several thousands. This
is because FIST stores much less information in TCAM. (¢) TCAM-compression&non-homdf) SRAM-compression&non-homo
In Fig. 18, we show the lookup speeds of FIST, with Figure 20: Size of each forwarding table
different update frequencies, i.e., 500, 5000, and 50000 Compression: In Fig. 20(a), we show the TCAM
updates/sec, during 5 minutes. In Fig. 18(a), we can segpace after compression. We also compress ACL-like
that in the PR scenario, FIST has no influence on lookustructure by minimizing the number of TowD rules. We
while ACL-like structure degrades the lookup speeds bycan see that, after TCAM compression, FIST still con-
7% in the worst case. This is because FIST causes mucumes much less TCAM storage than ACL-like structure.
less accesses to TCAM. In Fig. 18(b), we can see that itn Fig. 20(b), we show the SRAM space after compres-
the LB scenario, FIST does influence the lookup speedsion. We can see that FIST can further compress SRAM
when there are 50,000 updates per second, however, ttadter TCAM compression. For example, SRAM storage

WP RPN
o et

PR-BJ PR-GZPR-WHLB-MO LB-AF LB-EV PR-BJ PR-GZPR-WHLB-MO LB-AF LB-EV
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Figure 18: Lookup speeds with updates

of PR-WH is compressed to be less than 90K bits. This isl2004 support 4 SRAM chips. The Juniper MX960 is
because 1) the flexible mapping structure of FIST; 2) datastimated to use 32 SRAM chips in 2007 [4].
redundanciesin TD-table. However, in the ACL-like for-  The current number of destination prefixes in back-
warding tables, the SRAM storage is proportional to thebone ISP routers is 400,000. Given IPv4, this transfers
TCAM storage, and can not be further compressed. into 400 000x 36= 14.4Mb (the common TCAM width
Non-Homogeneous Structure: In Fig. 20(c), we for IPv4 is 36 bits). We expect that source prefixes (rep-
show the TCAM space with non-homogeneous structuretesenting rules) are much smaller than destination pre-
Non-homogeneous structure does not save TCAM storfixes. Suppose that there are 10,000 source prefixes,
age in FIST but saves TCAM storage in ACL-like struc- which transfer into 0.36Mb. Overall, this scenario re-
ture. However, to support non-homogeneous structureguires 14.4 + 0.36 = 14.76Mb TCAM and 4@D0x
ACL-like structure must be physically divided, because10,000x 8 = 32Gb SRAM. We can see that TCAM is
most TCAM chips only support uniform entry width. In far enough. Yet for SRAM, assume there is a FIST com-
contrast, with FIST, we can flexibility and logically di- pression ratio of one-third, and 8 or 12 SRAM chips are
vide the table into two parts. In Fig. 20(d), we show used (capable for most routers nowadays), there is still a
the SRAM space with non-homogeneous structure. Wegap around a factor of 4. Note that 400,000 destination
can see that, with non-homogeneous structure, FIST comprefixes and 10,000 source prefixes can mean millions of
sumes much less SRAM storage than ACL-like structurerules.
in all forwarding tables. For mid or small scale ISPs such as CERNET2, the
Combine Non-Homogeneous Structure with Com-  TwoD router is already applicable. We admit that there
pression: In Fig. 20(e) and 20(f), we apply non- is still storage limitation for large scale ISPs. Note that
homogeneous structure and compression techniques tbis limitation is on SRAM, not TCAM. As SRAM is
all forwarding tables. We can see that TCAM and SRAM flexible, we believe better data structure and compres-
spaces in FIST are much less than ACL-like structure. sion schemes can be developed in future studies. From
7.3.4 Evaluation Summary past experience in memory/storage development, and the

Our evaluation shows that FIST can well accommodatécaCt that SRAM cheaper so it may be easier to add more

365674 rules (PR-WH). For all scenarios, FIST Con_chips, we are gptimistic that such gap can be overcame.
sumes at most 1Mb TCAM and 7Mb SRAM space. Such\?v COhClUﬁlor(lj : dimol . f di

excellent performance is because we fully eliminate the N pr_esente a design and imp gmenta_tpn of a two di-
multiplicative effect in TCAM and we can take advan- mensional router, where forwarding decisions are based

tage of the flexibility of SRAM to design advanced com- " both destination and source addresses. The moti-

pression schemes. As a matter of fact, we believe thatou\fatIon was to expand routing semantics to support in-

limited scenarios from CERNET2 cannot fully illustrate gzgsl\'lrégéem:gg.s of dlfferennat?_ serv_lctes I];rI(I)BmI ISI;s It'ke
the potential of FIST. Our experience shows FIST Can: ~ stor.age e;g?ossiglrj]rcsvgrtil:xsersn;:jg a nea?iei)a(r)a-
easily accommodate more than 1 million TwoD rUIeS'tion of TCAM and SRAM. where we maintained the fast

Our TwoD router achieves constant lookup time and
works well with 50000 updates per second and we be[ookup of TCAM and took advantage of the large stor-

lieve these do not hit the limit of FIST potential as well. age spacefflexibility of SRAM. We proved the correct-

. . o ness of our design and proposed algorithms for further
8 Discussion and Current Limitations TCAM/SRAM compression. We developed algorithms

The current TCAM chip in market has a storage spacdor routing operations of lookup and updates. We imple-

of 36Mb, and SRAM chip in the market has 144Mb mented the TwoD router on the linecard of a commer-

(72Mb TCAM and 288Mb SRAM are on the roadmap cial router. Our design does not need any new devices.
of major vendors) [14]. Other memory products such asiVe conducted comprehensive experiments and simula-
RLDRAM can provide similar performance to SRAM, tions with the real data sets from CERNET2. The results

having 16 bytes reading with random access time of 15howed that our TwoD router can be used for ISPs like

ns with memory denominations of 576 Mbits/chip [15]. CERNET2 to support practical services such as policy

Multiple chips can be used, e.g., linecards of Bit-Enginerouting or load balancing.
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