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Abstract—With the increasing popularization of RFID tech-
nology in the retail and logistics industry, RFID privacy concern
has attracted much attention because a tag responds to queries
from readers no matter they are authorized or not. An effective
solution is to use a commercially available blocker tag that
behaves as if a set of tags with known blocking IDs are present.
However, the use of blocker tags makes the classical RFID
estimation problem much more challenging, as some genuine
tag IDs are covered by the blocker tag and some are not. In
this paper, we propose REB, the first RFID estimation scheme
with the presence of blocker tags. REB uses the framed slotted
Aloha protocol specified in the EPC C1G2 standard. For each
round of the Aloha protocol, REB first executes the protocol
on the genuine tags and the blocker tag, and then virtually
executes the protocol on the known blocking IDs using the same
Aloha protocol parameters. REB conducts statistical inference
from the two sets of responses and estimates the number of
genuine tags. Rigorous theoretical analysis of parameter settings
is proposed to guarantee the required estimation accuracy,
meanwhile minimizing the time cost and energy cost of REB. We
also reveal a fundamental trade-off between the time cost and
energy cost of REB, which can be flexibly adjusted by the users
according to the practical requirements. Extensive experimental
results reveal that REB significantly outperforms the state-of-the-
art identification protocols in terms of both time-efficiency and
energy-efficiency.

Index Terms—RFID Estimation, RFID Privacy, Blocker Tags.

I. INTRODUCTION
A. Background & Motivation

ADIO Frequency Identification (RFID) technique has

risen to be a revolutionary element in supply chain
management and inventory control [2]-[10], as the cost of
commercial passive RFID tags is negligible compared with
the value of the products to which they are attached (e.g.,
as low as 5 cents per tag [11]). For example, in Hong
Kong International Airport where RFID systems are used to
track shipment, the average daily cargo tonnage in May 2010
was 12K tonnes and has been on the rise [12]. As real-
time information is made available, the administration and
planning processes can be significantly improved. An RFID
system typically consists of a reader and a population of tags
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Fig. 1. Three types of IDs in the system containing blocker tags.

[13]. A reader has a dedicated power source with significant
computing capability. It transmits commands to query a set of
tags, and the tags respond over a shared wireless medium. A
tag is a microchip with an antenna in a compact package that
has limited computing capability and a longer communication
range than barcodes. There are two types of tags: passive tags
that do not have their own power sources and are powered up
by harvesting the radio frequency energy from readers, and
active tags that have their own power sources.

An inevitable fact is that the widely used RFID tags impose
serious privacy concerns, as when a tag is interrogated by
an RFID reader; no matter whether the reader is authorized
or not, it blindly responds with its ID and other stored
information (such as manufacturer, product type, and price)
in a broadcast fashion. For example, a woman may not want
her dress sizes and a patient may not want his/her medication,
to be publicly known. Some cryptography based authentica-
tion protocols have been proposed to circumvent malicious
scanning [14]. However, none of these protocols is compliant
with the C1G2 standard. Furthermore, these protocols often
require computational resources that exceed the capability
of commercial C1G2-compliant passive RFID tags. If such
additional computational capability is indeed implemented, the
cost of such tags will be much more expensive than the C1G2-
compliant passive tags. Hence, we use blocker tags, which are
easy to deploy, to protect RFID privacy. A blocker tag is an
RFID device that is preconfigured with a set of known RFID
tag IDs, which we call blocking IDs. The blocker tag behaves
as if all tags with its blocking IDs are present. A blocker
tag protects the privacy of the set of genuine tags whose IDs
are among the blocking IDs of the blocker tag because any
response from a genuine tag is coupled with the simultaneous
response from the blocker tag; thus, the two responses collide
and attackers cannot obtain private information.

B. Problem Statement

This paper concerns with the problem of RFID estimation
with the presence of a blocker tag. Formally, the problem is
defined as follows. Given (1) a set of unknown genuine tags G
of unknown size g, (2) a blocker tag with a set of blocking IDs
B, which is configured by the system manager, (3) a required



confidence interval oo € (0,1), and (4) a required reliability
B €[0,1), we want to estimate the number of genuine tags in
G, denoted as §, so that P {|g — g| < ag} > (. Besides time-
efficiency, we also take the energy-efficiency into consideration
if the battery-powered active RFID tags are used. We assume
that the blocker tag is trusted because the manager is in control
of the blocker tag. Hence, the blocking ID set B is known by
the manager in prior. In contrary, for the genuine tag set G,
we know neither its size nor the exact tag IDs in it. As shown
in Fig. 1, the sets B and G may overlap.

This problem may arise in many applications. Consider an
RFID-enabled logistics center, where each package is affixed
with an RFID tag that contains the delivery address and the
item information. The information of some packages, e.g., the
medicine someone purchased on Amazon, are closely related
to the customers’ privacy. To protect their personal privacy, we
use a blocker tag to prevent the tags from malicious scanning.
Meanwhile, the manager may want to use an RFID estimation
protocol to monitor the number of packages for the purpose of
making an efficient delivery plan. How about turning off the
blocker tag and then using prior RFID estimation schemes to
estimate the number of genuine tags? Turning off the blocker
tag will give attackers a time window to breach privacy,
especially for the scenarios in which RFID estimation schemes
are being continuously performed for monitoring purposes.

C. Limitations of Prior Art

To the best of our knowledge, this paper is the first to
investigate RFID estimation with the presence of a blocker tag.
Although some RFID estimation schemes have been proposed
[13], [15]-[21], none of them considers the presence of a
blocker tag. Furthermore, none of them can be easily adapted
to solve our problem. For example, the state-of-the-art Average
Run-based Tag estimation (ART) protocol uses the Framed
Slotted Aloha communication mechanism specified in the
C1G2 standard. The reader queries the tags by initializing a
slotted frame, and each tag randomly selects a slot to reply
the response. ART leverages the average run length of non-
empty slots observed from the time frame to estimate the tag
cardinality. Clearly, ART can only tell the tag cardinality of
the universal set U = B U G, which, however, is not what
we want. Due to the same reason, all the other existing tag
estimation protocols cannot address the new problem of RFID
estimation with the presence of a blocker tag.

How about using the tag identification protocols? Generally
there are two categories of identification protocols: Aloha-
based protocols [22] and Tree-based protocols [23]. It is a
well-recognized fact that the identification protocols are slow
because their execution time is proportional to the tag popu-
lation. What is worse, their efficiency will further deteriorate
with the presence of a blocker tag. Their basic principles can
be found in Section V. Here, we only elaborate why these two
types of identification protocols become more inefficient with
the presence of a blocker tag. As exemplified in Fig. 2 (a), the
responses from two tags with the same ID in B N G always
collide with each other. Thus, the genuine tag IDs in BNG can
never be identified. Moreover, the large number of continuous
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Fig. 2. Exemplify the impact of blocker tag on the tag identification protocols.
(a) Aloha-based protocols. (b) Tree-based protocols.

collisions also seriously hinders the identification of the tags
in (B—G)U(G - B).

The tree-based identification protocols can identify the IDs
in (B— G)U (G — B) when a queried prefix is followed
by a successful read; and identify the IDs in B N G when a
prefix whose length is equal to tag ID but still followed by
a collision read. Then, we can get the set GG, by calculating
{(B—G)U(G—B)—B}J(BNG). The cardinality g is obtained
upon getting G. When there is blocker tag in the system, the
tree-based identification becomes slow because the continuous
collisions caused by the tags in BNG always “lure” the reader
to continuously extend the probed prefix by 1 bit each time,
until the probed prefix reaches the ID length. As exemplified
in Fig. 2 (b), to identify the ID ‘010°, the reader only needs
to probe one prefix ‘0’; However, to identify the ID ‘110’ (an
ID in B N G), the reader needs to successively probe three
prefixes: ‘1’— “10’—‘110’ (until the prefix length is equal to
ID length). Since the length of prefix ‘110’ is already equal
to the length of tag ID, we know the ID ‘110’ is necessary to
correspond to two tags: one of them is a blocking tag, and the
other one is a genuine tag. We observed from the simulation
results that the identification protocols are seriously slow, and
their time cost is even hundreds of times longer than REB.

D. Proposed Approach

In this paper, we propose an RFID Estimation scheme with
Blocker tags (REB). The communication protocol used by
REB is the standard framed slotted Aloha protocol, in which
a reader first broadcasts a value f and a random number
R to the tags, where f represents the number of time slots
in the forthcoming frame. Then, each tag computes a hash
using the random number R and its ID, where the resulting
hash value h is within [0, f — 1], and the tag replies during
slot h. For each slot, if the reader does not receive any tag
response, we represent this slot as 0; if the reader successfully
receives a tag response, we represent this slot as 1; if the
reader senses the collided tag responses (two or more tags
respond simultaneously), and we represent this slot as c. Note
that a reader can detect if there is a collision according to
the C1G2 standard. Executing this protocol for the blocking
IDs (simulated by the blocker tag) and genuine tags, we get
a ternary array BG[0..f — 1] where each bit is 0, 1, or c.
As we know the blocking IDs, we can virtually execute the
framed slotted Aloha protocol using the same frame size f
and random number R for the blocking IDs; thus, we get a



ternary array B[0..f — 1] where each bit is 0, 1, or ¢. Here,
if no blocking ID is hashed to this position, it is represented
by 0; if only one blocking ID is hashed to this position, it
is represented by 1; if two or more blocking IDs are hashed
to this position, it is represented by c. From the two arrays
BGJO..f — 1] and BJ0..f — 1], REB counts two numbers: Ng,
which is the number of slots ¢ such that both BG[i] = 0 and
B[i] = 0; and N7, which is the number of slots ¢ such that
both BG[i] = 1 and B[i] = 1. REB is based on the key insight
that in general the smaller Ny is, the larger |[B U G| is and
the larger Ny; is, the larger |B — G| is. In this paper, we
establish a monotonous functional relationship between Ny
and | BUG/, and a monotonous functional relationship between
Ni; and |B — G|. Thus, from the observed Nog and Ny;, we
can estimate |BUG| and |B — G|. Then, we can calculate the
size of G because |G| = |BUG| — |B —G]|.

E. Challenges and Proposed Solutions

The first challenge is to guarantee the required estimation
accuracy that is specified by the confidence interval « € (0, 1]
and the reliability 8 € [0,1). The estimator is not precise
due to its probabilistic nature. Since a single frame is usually
not able to output an accurate estimate, we use the estimate
averaged from multiple frames to give a fine-grained estimate.
We first theoretically propose the expression of the estimator
variance in a single frame. Then, we investigate how many
frames are necessary to reduce the estimator variance to a
sufficiently small value such that the averaged estimate can
satisfy the required («, 8) accuracy.

The second challenge is to minimize the time cost when
passive RFID tags are used, on the premise that the required
accuracy is guaranteed. In reality, the frame size f is usually
less than 512, for practical reasons [13]. To make REB scalable
to the large-scale RFID systems, we use the persistence
probability p [13]. The reader initializes a frame with the size
of f/p, but sends commands to terminate the frame after the
first f < 512 slots. The settings of f and p are important to the
performance of REB. Hence, we propose sufficient theoretical
analysis to optimize the parameters f and p to minimize the
time cost of REB.

The third challenge is to minimize the energy cost when
the battery powered active tags are used. We also investigate
the optimization of frame size f and persistence probability p
to minimize the energy cost of REB. However, we find that
the time cost and energy cost of REB cannot be minimized
at the same time. When the energy cost is minimized, the
execution time of REB can be quite long. Hence, we should
jointly consider the time-efficiency and energy-efficiency of
REB instead of separately considering them. Finally, we reveal
a trade-off between the time cost and energy cost, which can
be flexibly adjusted by the protocol parameters.

FE. Novelty and Advantage over Prior Art

The key novelty of this paper is in formulating the practi-
cally important problem of RFID estimation with the presence
of a blocker tag, and taking the first step towards an efficient
solution. The key technical depth of this paper is in proposing

the unbiased estimator of genuine tags and addressing the
three aforementioned technical challenges. The key advantage
of REB over prior art is threefold: (1) REB is compliant
to the EPC C1G2 RFID standard, and does not require any
modifications to off-the-shelf tags, it only needs to be imple-
mented on readers as a software module; (2) Compared with
the prior estimation protocols, REB jointly uses the number of
persistent empty slots and the number of persistent singleton
slots to eliminate the interference from the blocker tag, and
thus, can correctly estimate the cardinality of genuine tags;
(3) REB significantly outperforms the state-of-the-art identifi-
cation protocols in terms of both time-efficiency and energy-
efficiency. For example, when |U| = 50,000 and the tag ratio
|[B—G|:|BNG|:|G—B|=1:1:1, REB runs 178x faster
than EDFSA [22] and 2785x faster than TH [23], meanwhile
revealing 281x and 333x improvement over EDFSA and TH
in terms of energy-efficiency, respectively.

The rest of this paper is organized as follows. In Section II,
we describe the detailed design of REB, and give the function-
al estimator as well as the minimum frame number that can
guarantee the required estimation accuracy. In Section III, we
propose rigorous analysis to optimize the involved parameters
to minimize the time cost and energy cost of REB, respec-
tively. In Section IV, we conduct extensive simulations to
evaluate the performance of REB. We discuss related work
in Section V. Finally, we conclude the paper in Section VI.

II. REB PrROTOCOL

In this section, we first describe the system model used in
this paper. Then, an efficient RFID Estimation scheme with
Blocker tags (REB) is proposed to estimate the number of
genuine tags by jointly using Nyg and N7; observed in a time
frame. We explicitly give the functional estimator, and point
out that the estimation using a single time frame is hard to be
accurate due to probabilistic variance. Hence, we propose to
use multiple independent time frames to refine the estimation.
This section finally presents rigorous theoretical analysis to
investigate how many frames are needed to guarantee the
desired estimation accuracy and how to avoid premature
termination of REB.

A. System Model

We consider the RFID system containing a single reader, a
single blocker tag, and a population of genuine tags. The set of
blocking IDs is represented by B, whose cardinality is b. The
set of genuine tags is denoted as GG, whose cardinality is g. We
use U to denote the universal tag set, where U = BU (&, and
|U| = u. The IDs in B — G do not correspond to any genuine
tags, whose cardinality is denoted as ¥, i.e., b’ = |B — G]|.

The reader communicates with tags (including both genuine
tags and virtual ones simulated by the blocker tag) under
control of the backend server. The communication between
the reader and tags are based on a time slotted way. Any two
consecutive transmissions (from a tag to a reader or vice versa)
are separated by a waiting time 7,, = 302us [13]. According to
the specification of the Philips I-Code system [24], the wireless
transmission rate from a tag to a reader is 53Kb/s, that is,



TABLE 1
NOTATIONS USED IN THE PAPER

Notations Descriptions
G/BIU set of genuine tags; set of blocking IDs; union set.
g/b/lu g=|G); v/ =|B—G|;u=|BUG|.

alp required confidence interval; required reliability.

g estimate of g.
flp frame size; persistence probability.
E(-) / Var(-) | expectation; variance.
Zg the percentile of 3. e.g., Zg = 1.96 when 3 = 95%.
probability that a slot pair is (0, 0); probability that

poo / p1a a slot pair is (1, 1).
# of the persistent empty slots in a frame; # of the
Noo / Nua persistent singleton slots in a frame.
TIE time cost of REB; energy cost of REB.
w energy cost on an active tag for transmitting RN16.

it takes a tag 7, = 18.9us to transmit 1 bit. The rate from a
reader to a tag is 26.5Kb/s, that is, transmission of 1 bit to tags
requires 7. = 37.7us. Then, the time of a slot for transmitting
m-bit information from a tag to the reader is 7, + m X 7
and the time of a slot for transmitting m-bit information from
a reader to the tags is 7, +m X 7,.. The main notations used
throughout the paper are summarized in Table 1.

B. Protocol Description

Our REB uses the standard framed slotted Aloha protocol
specified in EPC C1G2 [25] as the MAC layer communication
mechanism. The reader initializes a slotted time frame by
broadcasting a binary request (R, f), where R is a random
number and f is the frame size (i.e., the number of slots
in the forthcoming frame). Using the received parameters
(R, f), each tag initializes its slot counter sc by calculating
s¢c = H(ID,R) mod f, and the hashing result follows
a uniform distribution within [0, f — 1]. In many existing
RFID literature [26]-[28], a widely accepted assumption is
that a tag is capable of computing a seeded hash function.
Moreover, Luo et al. have proposed a scheme to implement the
seeded hash function in passive RFID tags with simple circuits
[29]. When designing our REB protocol, we could obtain
the specified hash function from the RFID manufacturer. The
reader broadcasts a QqueryRep command at the end of each
slot. Upon receiving QueryRep, a tag decrements its slot
counter sc by 1. In a slot, a tag will respond to the reader
if its slot counter sc becomes 0. According to the occupation
status, slots are classified into three types: empty slot in which
no tag responds; singleton slot in which only one tag responds;
collision slot in which two or more tags respond.

In the following, we present how our REB estimates the
number of genuine tags by observing the slots in a frame.
Since the backend server gets full knowledge of the simulated
blocking IDs, it is able to predict which slots the blocking IDs
are “mapped” to. Thus, it is able to construct a virtual ternary
array B[0..f — 1]. A bit in B[0..f — 1] is set to O when no
blocking ID is mapped to this slot; 1 when only one blocking
ID is mapped to this slot; ¢ when two or more blocking IDs are
mapped to this slot (a hashing collision). On the other hand,
by observing the frame, the reader could get another array

BGIO..f — 1], also consisting of f bits. A bit in BG0..f — 1]
is set to 0 when no tag responds in this slot; 1 when only
one tag responds in this slot; ¢ when two or more tags cause
a collision in this slot. To distinguish a singleton slot from
a collision one, each tag does not need to respond with the
whole 96-bit ID. For efficiency, each tag responds with the
RN16 (16-bit) [25] that is much shorter than the 96-bit tag ID.
Two slots with the same index in B[0..f — 1] and BG[O.. f — 1]
are called a slot pair. In our scheme, the reader needs to record
the numbers of the following two types of slot pairs.

e Nyo is the number of persistent empty slot pairs (0,0)
(i.e., B[i] =0 AND BG[i] =0, € [0, f — 1]).

e Nj; is the number of persistent singleton slot pairs (1, 1)
(i.e., Bli] =1 AND BG[i] =1, i € [0, f — 1]).

REB can estimate the cardinality of genuine tags by jointly
using the number of persistent empty slots and that of per-
sistent singleton slots. A persistent empty slot happens only
when no ID in U = B U G is mapped to this index. Thus,
Ny reflects the cardinality of U (i.e., u). Later, we will show
that a monotonous functional relationship can be established
between u and Nyg. REB uses this function to estimate u
from Nyg. Similarly, a persistent singleton slot happens when
only one ID in B — G is mapped to this index. Therefore,
Ny, reflects the cardinality |B — G| (i.e., V). Clearly, if we
know u and ', we can get the cardinality g of genuine tags
by calculating ¢ = w — b'. It may not be sufficient to satisfy
the required estimate accuracy by counting the numbers of
Ny and Np; in a single frame. Hence, REB executes k
independent frames with different random number R, and uses
the averaged estimate as the fine-grained result.

Note that, the frame size should be set to no more than 512
in practice [13], [23], [30] (the detailed reasons can be found in
[23]). If a large number of tags contend for such a short frame,
most slots will become collision slots. To scale to a large
tag population, the reader uses a persistence probability p €
(0, 1] to virtually extends the frame size f to f/p, but actually
terminates the frame after the first f slots [13]. Fundamentally,
each tag participates in the actual frame of f slots with a
probability p.

C. Functional Estimator

In this section, we derive the functional estimator ¢ from
Ngo and Ni; for the REB protocol in one frame. For an
arbitrary slot pair, the probability that it is (0, 0), denoted as
Doo, 1s given as follows.

p00:{1*§} ~e f (D

The approximation in Eq. (1) holds when f/p is relatively
large [9], [13], [15]. The number of slot pairs (0, 0), i.e., Noo,
follows Bernoulli(f,poo). The expectation and variance of
the variable Ny are presented as follows.

E(Noo) = prO = fef% (2)

up

Var(Noo) = fpoo {1 — poo} = fe_% {1 — e‘T} 3)



Similarly, we use pi1 to denote the probability that a slot pair
s (1,1), which is given as follows.

B bl B _B u_1~b/7p,ﬂ
”“‘<1>{f}{1 f} e @

The number of (1,1) slot pairs, ie., Nij, also follows
Bernoulli(f,p11). The expectation and variance of the vari-
able Ny are presented as follows.

E(N11) = fpu1 = bpe 1 )

Var(Ni1) = fpu {1—p11}=b'pe*% {1— bTPe*%} (©6)

According to Eq. (2), u can be expressed as follows.

u:—iln{w} (@)
P !

Dividing Eq. (5) by Eq. (2), we have:
E(Nu) _Vp

= b = 8

E(Neo) [ E(Noo) ®
According to Egs. (7)(8), g is expressed as follows.
] E(NOO)} fE(N)

—u—b=-2L1 - 9

g=u p n{ / PE(Noo) ©

By substituting Ngo for E(Ngp) and Ni; for E(N7p) in
Eq. (9), we get the estimator of g as follows.

g= *iln{&} — fNn
P f

pNoo
The estimator in Eq. (10) specifies how to use the observed
Ny and Njp to estimate the cardinality g of genuine tags.

(10)

D. Variance of Estimator

The proposed estimator has an inherent variance due to the
probabilistic nature of REB. The following lemma calculates
the expression of the estimator variance.

Lemma 1. Let f and p be the frame size and the persistence
probability, respectively, V' be the size of B — G, and u be the
size of B U G. The variance of the estimator is as follows.

Var(g)zﬁ (O%p* + f* — b’fp)—}% (11)

Proof: According to Eq. (10), ¢ is a function of Nyg

and Ny;. Hence, we denote § as ¢(Ngg, N11), that is, § =
©(Noo, N11). We present the Taylor’s series expansion [31]

of function (‘D(]V()Q7 Nll) around (’17(), 7’]1), where No = E(Noo)
and m = E(Nll)
Op ¢
©(Noo, N11) = (10, m1) +(Noo—10) 5— +(N11—m1) 51—
ONoo 5N11(12)

We have the following equation by taking expectation of both
sides of Eq. (12).

E {¢(Noo, N11)}

dp dp
=p(no, ’71)+aTE(N0°_ )+aTE(N11 -

13
m)=g 13)

Eq. (13) infers that g is an unbiased estimator of g. In what
follows, we calculate the variance of g.

Var(§) = E{§ — E(9)}*
5 { (Voo — 1) 25+ (Wis — ) 22|
00 — 7o ONoo 11 — ONw
Oy 2 Oy 2
:VG,T'(N()()){aNOO} “rVCLT(Nll){aTH} +

o 0
2Cov(Noo, N11) {81\(;:)0 } {81\;011 }

As required by Eq. (14), we need to calculate the covariance
CO’U(N()(),Nll) = E(N()()Nll) — E(N()O)E(Nll), in which
E(NooN11) is calculated below.

(14)

f f-z
E(NooN11) = Z Z xyP {Noo = z A N11 = y}
72 Z$y< > {poo}” ( ) {p11}Y {1 —poo — p1 }F 7Y

f Fo1
=p11 Zf{f -z} <x B 1) {poo}” {1 — poo} 7!

poopuf . e
1 — poo ;( >{p o} {1 —poo}
f 'f -1 ? ! f -2 r— —x
_ { : EEZZO} P11 ; <x B 2) {poo} 2{1 7p00}f
11 ! -1 o1 Y
B % ; (i _ 1) {poo}* ™" {1 = poo}’
:P00P11f2 -1 {poo}? p11 ~ fpoopnn
1 = poo 1 — poo 1 — poo

=f{f — 1} poop11
(15)

As also required by Eq. (14), we calculate the first-order partial
derivatives of <p(N00, Ni1) as follows.

|Noo no _ “p(li _ l)

aNOO Nii=n1— f P (16)
|N00:770: —16%

(9N11 Nii=m P

We have obtained F(NyoN11) in Eq. (15), E(Ngo) in Eq. (2),
and F(N11) in Eq. (5). Cov(Noo, N11) is calculated as below.

2up

—E(Noo)E(Nll) = —blp67 f

Cov(Noo, N11)=E(NooN11)

a7

By combining Egs. (3) (6) (16) (17) into Eq. (14), we then
get the estimator variance shown in Eq. (11). [ ]

The simulation results in Fig. 3 demonstrate that § in
Eq. (10) is an unbiased estimator of the genuine tags. And the
simulation results in Fig. 4 reveal that the estimator variance
observed from simulations match well with the theoretical
value calculated by Eq. (11).

E. Refined Estimation with k Frames

Because of probabilistic variance, the estimate g got from a
single frame is difficult to meet the predefined accuracy. By the
law of large number [32], we issue k independent frames and
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Fig. 4. Comparing the estimator variance observed from simulations with

the theoretical value calculated by Eq. (11). (a) varying u = |U| from 3000
to 6000, where |B — G|:|B N G|:|G — B| = 1:1:1. (b) varying p from 0.01
to 0.25, where |B — G|=|B N G|=|G — B|=2000.

use the average estimation result gp = %Zle g; to achieve
a more accurate estimate in REB, where g; is the estimate of
g derived from the j-th frame. We propose Theorem 1 to give
the expression to determine if the frame number is adequate
to ensure that REB achieves the required («, /3) accuracy.

Theorem 1. Let « be the required confidence interval, 3
be the required reliability, f; and p; be the frame size and
persistence probability used in the j-th frame, respectively.
The average estimate gy obtained from k frames satisfies the
accuracy requirement P §|§E —g| < ozg} > B when the frame
number k satisfies the following inequality.

k .
Zs { 1 0 fi
k> edi (b2p2 + f2—-bfip;)— EER (18)
ga ; fiv; ( IRl J) p?

Proof: We define gy = %Z?zl g; as the average esti-
mate of k successive frames, where g; is the estimate of the
j-th frame, j € [1, k]. The reader initializes each frame with a
different random seed. Hence, the estimate §; is independent
of each other. Thus, we have E(gy) = %Zle E(g;) = g
and Var(gy) = 7= Zle Var(g;). Clearly, the average es-
timate gy still converges to the actual cardinality g. Given
a required reliability [, the actual confidence interval is

within [g — Zg\/Var(gr),g9 + Zg+/Var(gg)|, where Zg is

a percentile of 8, e.g., if 8 = 95%, Zp will be 1.96. To

guarantee the required confidence a, we should guarantee:
g+ Zgy/Var(gy) <

g—Zgy\/Var(gy) > g — g

Substituting -5 Z 1 Var(g;) for Var(gy) and solving the
above inequalities, we have:

19)

According to Eq (11) we have Var(g;) = 1 7r2¢ 7 (0"%pF +

f2 - b/f]p])
inequality in Eq. (18) [ ]

=% Substituting it into Eq. (19) we get the

III. PARAMETER OPTIMIZATION

This section proposes rigorous theoretical analysis to opti-
mize the values of frame size f and persistence probability p,
to minimize the time cost and energy cost of REB, respective-
ly. Then, we reveal a fundamental trade-off between the time
cost and energy cost of REB, which can be flexibly adjusted
by the system parameters. Through our analytical framework,
we are able to configure the protocol parameters to achieve
the desirable performance.

A. Minimizing Time Cost

Let 7 represent the total time cost of REB, ¢, represent
the time that the reader takes to transmit the parameters for
frame initialization, ¢, represent the duration of each slot in
the frame, and k represent the frame number required to satisfy
the («a, B) accuracy. Then, we have 7 = k x (t, + f x t,).
We assume the values of f and p are consistently the same
across all the frames. Thus, the required frame number k is
transformed into:

b — ZB { eT” (b/2p2 +f2 _ b/fp) _ iz} (20)
fp? p

g2a?

Then, the expression of the time cost 7 is as follows.

Zg(thrftu) 1 up
Tt

T =
fp?

(b/2p2 +f2 —b/fp) _ Z%} 21

1) Optimizing p: Since f and p are correlated to minimize
the total execution time, we first fix the value of f to get
an optimized p. The following theorem calculates the optimal
persistence probability p,, to minimize the time cost 7.

Theorem 2. Given the sizes of BUG and B -G (i.e., u and
b'), and the frame size f, lf |(p 1) > 0, we can solve the

equation e 7 {”}’2 +

2 p p + 2f = 0 to obtain

the optimal persistence probability Dop 10 mznzmzze the time
cost T. On the contrary, zf |(p 1) <0, pop should be 1.

Proof: We calculate the expression of 2

2
e

a—p as follows.

op g2a?



12 U .
where D = “}’2 oudd  ub i—f First of all, we prove that

p fp
lir% % < 0. Then, we prove that the second-order derivative
p—
T oT

= > 0, ie., v is a monotonously increasing function of
p € (0,1]. The corresponding proof can be found in our
supplementary file or [33]. When % l(p=1) > 0, obviously,

there is a Value of pop € (0, 1] that makes %T = 0. Moreover,

we have 2 eTp < 0 when p < p,,; and BT > 0 when p > pg,,.

Thus, the time cost 7 achieves the mlnlmum value when p,,,
is set to the value that satisfies the equation of % =0, by
transforming which, we get the equation in theorem statement.

On the other hand, if 2 En |(p 1) < 0, we assert that the first-

order derivative % is always less than O for any value p €

(0,1]. In this case, 7 is a monotonously decreasing function
of p € (0, 1]. Therefore, the optimal p,,, should be setto 1. W

2) Optimizing f: This section investigates the optimization
of f to minimize the time cost 7. The following theorem
reveals that we should directly set the frame size f to 512
in the large-scale RFID systems where the sizes of |B U G|
and |B — G| are larger than 512. And in small-scale RFID
systems, we will invoke an exhaustive search-based method to
find the optimal frame size f. Fortunately, the range of f is an
integer and is less than 512. Given a fixed frame size f, we can
obtain the corresponding optimal p,,;, according to Theorem 2.
By comparing all pairs of (f,p,p), we can obtain the optimal
parameter pair that minimizes the time cost 7. Formally, we
need to solve the following optimization problem.

Minimize 7 =k X (t, + f X t,)
s.t. f <512
p is calculated by Theorem 2.

7 1
’“_gfﬂ{ﬂ f”)‘zg}'

Theorem 3. Given a large-scale RFID systems where the sizes
of BUG and B — G are larger than 512 (i.e.,u > V' > 512),
we should set the frame size f,y, to 512 for achieving the best
time-efficiency.

(23)

% (bxzpz + f2 _y

Proof: Setting p = 1 in Eq. (22), we have ¥ |(p 1y =

W{ f./\/l+2f} where M =

“}’/ — 2f. We first prove that hm{ (r= 1} > 0 and
fhm {8p lp=1)} < 0 (refer to our supplementary file or
-+

[33]) Then, we prove that -2 op0 f|(P 1) < 0, which infers that
0 | (p=1) is @ monotonously decreasing function with respect
of f (refer to our supplementary file or [33]) Hence, there
exists a value of fa > 0 that makes 2 ¥ |(p Lf=fa) = 0.
And Vf,. € (0, fa], we have 67p—|(1’ 1,f=f.) > 0. According to

Theorem 2, we could find an optimal persistence probability
P« corresponding to f,, which satisfies the following equation.

wpe [(ub? w4V ub’ 2f. } 2f
e’ =SS =0 (29
{ f2 Dk f*p* p§ ‘}
According to Eq. (21), we get the time cost 7y, ., when
using frame size f, and persistence probability p,:
Z2
7—<f* P*)ft”ka* P*)+ wa (25)

2
where ¢ = ze 7 (b2p2 + f2 =V fp.) — ﬁ—;. We calculate
the ﬁrst-order derivative E?T’i as follows.

o ups { ub?p. w b ub  2f }
= e fx - — — — 4+ + = —_
af* * Px Px f* p%

2f.
p?

(26)

Consider the equation in Eq. (24), we find that g}i = 0.

In Theorem 4, we have proved that (gpw)k is a decreasing
function of f. Hence, k is also a decreasing function of f,

ki D
we then have <g*fp*> < 0. Further, we have Tgi}” =t, x
k Z3t,
=57+ o X g}l’ < 0. That is, the time cost Ty, .y is a

monotonously decreasing function of f. € (0, fa].

Next, we use the method of reductio ad absurdum to prove
that fa is larger than 512 when u > b’ > 512. If fao < 512
and v > b > 512, we have M = - b

2f > 0. Then ):M{e%/\d%—Qf}:O

> %'(1):1 g o

has no solution, which is an absurdum. Hence, when u > b’ >
512, it is necessary that fo > 512. Recall that T<f* pe) is a
monotonously decreasing function of f, € (0, fa]. Therefore,
we should set f to 512 to minimize 7 in this case. [ |

B. Minimizing Energy Cost

Energy cost is an important metric when designing an
RFID application protocol for the systems where battery-
powered active tags are used. This section investigates the
impact of f and p on the energy-efficiency of REB. Note
that, we only take the energy consumption of genuine tags into
consideration because recharging or replacing the batteries of a
large number of active tags is seriously laborious. In contrary,
the readers and blocker tag devices can be easily recharged
because their number is normally limited, hence, we ignore
the energy consumption of readers and the blocker tag devices.
Following prior RFID literature [34] that also concerns the
energy-efficiency, we use the total number of tag transmissions
to measure the total energy consumption, because transmitting
data consumes much more power than receiving data. In an
arbitrary frame, each of the g genuine tags has a probability p
of responding RN16 to the reader. Therefore, the total power
consumed by the genuine tags across k frames, denoted as &,
can be given by £ = kgpw, where w represents the energy
cost on an active tag for transmitting a response of RN16.

1) Optimizing f: The following theorem infers that we
should set f = 512 to minimize the energy cost £ of REB.

Theorem 4. Given any value of the persistence probability
p € (0,1], we should set the frame size f to its maximum
value of 512 to minimize the energy cost &.

Proof: We will prove that the required energy cost £

is a monotonously decreasing function of the frame size f.
The sufficient and necessary condition is that the first-order
derivative of £ with respect to f is always less than 0.
Therefore, we calculate the first-order derivative of & with
oE Z;w/\’

respect to f as 3F = GaTp

Y- e% 1 u7p N (u_b/)b/p2 B ub/2p3 4
f f? f?

where X’ is given by

27



To prove % < 0, we only need to prove X < 0. Next, we
will prove X < 0 through two steps. First, we will prove X
is a monotonically increasing function of the frame size f.
Second, we will prove lim &, i.e., the upper bound on X,

+
is always less than 0. Then, we can know that X is always

less than O for any frame size f < 512.

We calculate the expression of the first-order derivative of
X with respect to f as follows. Additionally, we observe from
Eq. (28) that is always larger than 0. Hence, X" achieves
its largest Value when f — +oc.

ox _ w up V2 _up
of V2R VPR V2f3
Aub?p® (V2 — 1)u2b’p3}

U b/p2

5

+ Iz + Iz

In the following, we will prove that the upper bound on X,
the value of X when f — 400, is always less than 0.
Consrder the expresswn of X. For srmphcrty, we denote 1 —

’ 2

%—k (u= l}z)b — “bff as Q. Thus, ¥ =e7 Q—1. To prove
X < 0, we only need to prove Q < e
series expansion, we have:

. Using the Taylor

» 2 3 4 5
o G- G G- S
(@) @) )
+ -4 { P — P } 4+
MY T vk DI ’

where /\ = 6 8,10, - --. Consider the tail item pair of Eq. (29).

X+1
Since ,\'f* /’7 T rfx+1 = (/\H)f > 1 when f — +o0,
we have { (/(L,Z})A c /\(ﬁf)), ftﬂ } > 0. Therefore, we have ) =
2 3 4 5 s
1— 2y bl Gy G WD < o= To prove
Q< epr, we only need to prove Q < ). Hence, we calculate

the expression of )V — Q as follows.

y Q _u p B ub/pg N b12p2 N ub/2p3 3 uSpS
2f? f? f? f? 6°

N U p4 N U4p4 B u5p5

30/ T 120/ 12045

(30)

_(%_ b/p)2+ ub/2p3 N <%_ u2p2 >2
\2f f f? 2f V30f?
N ( u3p3( 3 u3p3) N u4p4 (1 B @)
V3073 6f3 1204 f
Since “£ is less than 1 when f — 00, the expression of ) —
Q in Eq (30) is always larger than 0 Then, we have Q < Y <
. Obviously, we have X = e F Q — 1 < 0. Accordingly,
the first-order derivative g—‘g = Zg‘fyﬁ;( < 0. Hence, for any
fixed value of p, we should set f to its maximum value (i.e.,
512 in practice), to minimize the energy cost. ]
2) Optimizing p: The following theorem infers that the
energy cost £ = kgpw is a monotonously increasing function
of the persistence probability p. Hence, we should set the
persistence probability p € (0,1] as small as possible to
decrease the energy cost &.

Theorem 5. Given any value of the frame size f, the energy
cost & = kgpw is a monotonously increasing function with
respect to the persistence probability p.

Proof: We first prove that the second-order derivative

L g always larger than 0. Then, we can know the first-

Op2
order derivative 3— is a monotonously increasing function

of p. Thus, 65 gets close to its lower bound when p — 0.

Further, we prove that the lower bound hrnJ o is always larger
p—

than 0. Then, we can assert that 2 % is larger than O for any

value of p € (0, 1]. Specifically, we calculate the second-order
derivative of £ as follows.

2 Z2 “
875: Bw{eTp ><I—ﬁ}7

31
op?  ga? p? G

where 7 = “2’7;2” 4 2“”'2;“2” + ?—; 2?; + , which can be

transformed as follows.

I:{ub’\/ﬁi u }2+2ub’2 +{ V3u V2f }2+ (V6 —2)u
NV 2V f? 2V fp pVP p?

(32)

Usrng Taylor series expansion, we have e 7 > 1+ “p +5 f2 +

%fpg + 3 24f4 Since Eq. (32) reveals that Z > 0, we have

2 Z2 w
a—f: m:{eTpxI—%}
op go P
Z2 2 2 3,3 4. 4
Sl TR JNRC M R SIS
ga? fooo2fr 6 24 p?

3

ugp\/f) U

Sbl 2
LV + + s
6f5 3275 T 12f

7Z§w U
- ga? 2,/6f7

+ (“25'172\/a B u2p\/ﬁ)2 4 (ub’Pm _uu )2 G9)
2f3 6/2 f? 2v2f

n (b’\/ﬂ B u\/ﬂ>2+ u?b'p\/p B u?/p :
f 2v2f 5 2fVF

7u4b/2p3 3u2b/2p u5p2
T T T e >0
o9&
Eq. (33) indicates that is always larger than 0, hence, s

is a monotonously i 1ncreasmg function of p € (0, 1]. Therefore
‘9 ; gets close to its lower bound when p — O

Next we prove the lower bound, i.e., lim £ 8 , is always less
p—0
than 0. First, we calculate its expression as follows.

2 u /2 /2 /
%7Zgw{efp(ubp+u b ub f)

_ v W f i}
op  go? 7 o f f p p?
(34)
For clarity, we denote “l}jp + %4 bf — “Tb/ — p—g as L. Then,
2 K3
g—i: ig;’ {eTpLH— z%} To prove >Owhenp—>0 we

only need to prove L > —de” F when p — 0. Consider the

tail pair of items in Eq. (29). Since /\, f* / ’ (/\(1117))’*;11
A+Df (up)* (up)***

> 1 when p — 0, we have /\,fxz— (>\+1)3!f)\+1 } T 0.
Therefore, we have y=1- “p + (;,I})Q - (;.1})3 + (Z,?)zr -
(3.7})0 < ¢ 7. Then, we have —p—Qy > —I%ef%. To prove
L > —pief%, we only need to prove £ > —I%y. To this
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Fig. 5. Trade-off between time cost and energy cost: b = 10000, b’ = 5000,
g = 10000, f =512, (o, B) = (0.02,98%).

end, we calculate the expression of £ + pizy as follows.

f ubp v U o U up
L4+ Lly_=2F 2 _ _
u®p u®p utp? up
BAE TR P

In Eq. (35), since % < 1 when p — 0, we have L + %y >

0. Then, we get £ > —p%y > —I%ef%. Further, we have
2 u
g—i = jif ieTpﬁ + piz} > 0 when p — 0. Since the lower
£ o€

bound lim &= is always larger than 0, we have 3= is always
p—0 9P p

larger than O for any value of p € (0,1]. That is, the energy
cost £ is a monotonously increasing function of p. ]

C. Trade-off between Time Cost and Energy Cost

When the active tags are used, we should jointly take time-
efficiency and energy-efficiency into consideration, instead of
separately considering these two metrics. Theorems 3 and 4 in-
dicate that we should set the frame size f to 512 for achieving
the best time-efficiency and energy-efficiency in large-scale
RFID systems. Hence, without otherwise specification, we set
the frame size to 512. In terms of persistence probability p,
no value of p simultaneously minimizes the time cost and
energy cost. Theorem 5 infers that we should set the value of
p as small as possible to minimize the energy cost. However,
as illustrated in Fig. 5, the execution time of REB will be
significantly long when p is too small. Hence, we should make
the trade-off between time cost and energy cost by controlling
the setting of p, thereby satisfying the twofold requirements
on both time-efficiency and energy-efficiency. Specifically, we
first leverage Theorem 2 to obtain the optimal persistence
probability p,, to minimize the time cost. Clearly, both time
cost and energy cost increase as p increases within the range of
[Pop, 1]. Hence, we adjust the persistence probability p within
the range of (0, p,,], while ignoring the range of p € (pop, 1].

D. Dynamic Parameter Optimization

Recall from the last two sections that we need to know the
values of g, u and o’ when calculating the optimal frame size
f and persistence probability p. However, the actual values of

g, v and b’ are not previously known, but are precisely what
we want to estimate. Hence, we cannot calculate the optimal
frame size f and persistence probability p at the start of REB.

For the first frame, we simply set the frame size f to 512
and set the persistence probability to 1/, where the coarse
value of 4 can be obtained by a fast method used in [13], [20],
[23]. Specifically, the reader keeps issuing one-slot frames.
The persistence probability follows a geometric distribution,
1 1 1'... ie., the persistence probability in the y-th single-

20 4° 8>
slot frame is -=. This process does not terminate until an

=
empty slot ap[?ears. Assuming that the /-th slot is the first
empty slot, we have a coarse estimation of @ = 1.2897 x 2¢
[17]. Note that, this process takes at most 32 slots in practice.

For the (z+1)-th frame (z > 1), we could use the informa-
tion observed from previous frames to estimate the values of
g, uw and ¥'. Eq. (10) has given the estimator § of the genuine
tags. According to Egs. (7)(8), we give the estimators for v and
% and b/ = %. Thus, we can use the

temporary estimates averaged from the previous x frames, i.e.,
- 1 PE 1 - 3 1 Y

9z = 3 Z;‘Czl 9j> Uz = 3 Z;'Czl uj, and b'z = Z;C:l b, to
calculate the optimal values of f and p to initialize the next
frame. We have observed from the simulation results that REB
can quickly converge to the near-optimal setting of f and p

after a few frames.

b oas:i=—LIn
P

E. Avoiding Premature Termination

After each frame, says the z-th frame, REB gets iz, bA’g
and gz. However, their estimation is inaccurate due to the
probabilistic variance. If we directly use them to calculate the
R.H.S. of Eq. (18), the executed frame number z may have
a chance to be larger than it, which is not true, and REB
will have a premature termination (i.e., the currently achieved
accuracy has not met the required one yet). In the following,
we present how to avoid the premature termination.

Eq. (11) has given the variance of estimator §. Using the
similar method in Section II-D, we can calculate the variance
of the estimators @ and b’ as follows.

2
Var(zl):lé (e%q) ,and Var(t)=e T (%Jrg) (36)
We use the average estimate ¢z, Uz and Ve got from
previous = frames, and the frame size f; as well as
the persistence probability p; used in the j-th frame to
calculate the estimation variance in the j-th frame, i.e.,
Var(g;), Var(i;), and Var(V;), where j € [1,z]. Then,
we could get the variance of the average estimates, i.e.,
Var(§5)=w% Zle Var(g;), Var(iz) = :%22;:1 Var(i;)
and Var(bz) = 1 E?Zl Var(t';).

To avoid the premature termination, when calculating the
RHS. of Eq. (18), we use 44 = Uz + d/Var(iz) to

substitute u, b’y = b'z + 01/ Var(b'z) to substitute the first

v, b L= - 5\/Var(b7§) to substitute the second b,
G+ = gz + 04/ Var(gz) to substitute g. The three-sigma rule
[35] indicates that 6 = 3 is large enough. In Section 1V,

simulation results demonstrate that this tactic can effectively
avoid the premature termination.
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Fig. 6. Verifying the convergence of f and p. @ = 2%, 8 = 98%. (a) small-
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IV. PERFORMANCE EVALUATION

In this section, we conduct extensive simulations to evaluate
the performance of REB. Besides REB, we implemented
two tag identification protocols including Tree Hopping (TH)
protocol [23] and the classical Enhanced Dynamic Framed
Slotted ALOHA (EDFSA) protocol [22]. Although no RFID
estimation protocol can correctly estimate tag cardinality with
the existence of blocker tags, we implemented several repre-
sentative RFID estimation protocols and conduct comparison
side-by-side to investigate the strength and weakness of our
REB. The implemented RFID estimation protocols include
PZE/PCE [15], FNEB [36], LoF [17], and ART [13]. Fol-
lowing many RFID literature [13], [17], [23], we assume that
the communication channel is error-free and a single reader
covers all tags. We run each simulation 1000 times and report
the average results.

A. Verifying the Convergence of f and p

The frame size f and persistence probability p that are
actually picked by REB can approach to the near-optimal
values after a few frames. The setting of parameters f and p is
important to the performance of REB. To achieve the overall
optimal f and p, it is necessary to know the values of u, b’
and g before the execution of REB, which, however, are what
we want to estimate. As aforementioned in Section III-D, we
leverage the estimates of u, b’ and g obtained from previous
frames to guide the parameter optimization of the next frame.
Fig. 6(a) plots the actual values of f and p used by each frame
in a small-scale RFID system, where the optimal frame size
f 1s 222 and the optimal persistence probability p is 1. On the
contrary, Fig. 6(b) plots the actual values of f and p used by
each frame in a large-scale RFID system, where the optimal
frame size f is 512 and the optimal persistence probability p
is 0.1177. The simulation results reveal that REB can obtain
the near-optimal settings of f and p after just a few frames.

B. Evaluating the Actual Reliability

The 0-sigma method proposed in Section IlI-E can effective-
ly avoid the premature termination. REB (6 = 1) can always
satisfy the required reliability. One of the most important
performance metrics for estimation protocols is the actual
reliability. In an arbitrary simulation, if the estimate g is within

[ REB (6=0) [EBIREB (0=1) EZZREB (6=2) |
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Fig. 7. Evaluating the reliability of REB. o = 5%, 8 = 95%. (a) Tag ratio
|B—G|:|BNG|:|G— Bl isfixedto1:1:1,and u varies from 3000 to
21000. (b) w is fixed to 9000, and tag ratio varies.

[g(1 — @), g(1 + )], we refer to it as a successful estima-
tion. We record the success times among 1000 independent
simulations. The ratio, i.e., success times/1000, is treated as
the actual reliability. Simulation results in Fig. 7 reveal that
REB (6§ = 0) does not always meet the required reliability (i.e.,
B = 95%). The reason lies in the variances if directly using 1y,
bA’E and gy to determine the termination condition. By taking
their variances into consideration, the proposed §-sigma-based
termination tactic effectively avoids the premature termination.
Simulation results in Fig. 7 reveal that the actual reliability of
REB (6 = 1) and REB (§ = 2) is always higher than the

required one in various simulation environments.

C. Evaluating the Time-Efficiency

Under the premise that the required estimation reliability
is guaranteed, the most important metric is time-efficiency.
Recall that no existing estimation protocol can correctly ap-
proximate the cardinality of genuine tags in an RFID system
with the presence of blocker tags. The only possible solution,
to the best of our knowledge, is to perform the comprehensive
identification protocols to identify the tags in the system.
Hence, we compare REB with two representative identification
protocols, i.e., the Tree Hopping (TH) protocol [23] and
the Enhanced Dynamic Framed Slotted ALOHA (EDFSA)
protocol [22]. TH protocol terminates after it traverses the
whole tree. Normally, EDFSA repeats frames round by round
until all the tags are identified and keep silent. However, with
the presence of blocker tag, EDFSA cannot terminate by itself
due to the continuous collisions caused by the tags in BN G.
In frame of EDFSA, only the IDs in (B — G) U (G — B)
have the chance to be identified. We denote the set of
identified IDs as S;gent. Since the reader does not know
whether all IDs in (B — G) U (G — B) are completely
identified or even what percentage of them are identified.
For the sake of EDFSA, we assume it can “intelligently”
terminate once {|(B — G) U (G — B)| — |Sident|} < |G| X .
In Section IV-B, the simulation results demonstrate that REB
(6 = 1) can always satisfy the required estimation accuracy.
Hence, we set § = 1 in REB without otherwise specification,
and use REB to denote REB (6 = 1) for simplicity.

1) Impact of Tag Cardinality: REB significantly outper-
forms the state-of-the-art identification protocols, regardless
of the tag population |U|. To investigate the impact of tag
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cardinality on the execution time of each protocol, we fix
the tag ratio |B — G|:|B N G|:|G — B| to 1:1:1, and vary u
(indicating the system scale) from 20000 to 50000. The simu-
lation results in Fig. 8 demonstrate that our REB significantly
outperforms HT and EDFSA. For example, when v = 50000,
REB runs about 178 times faster than EDFSA, and nearly 2785
times faster than TH. Moreover, the execution time of TH and
EDFSA grows linearly as w increases. In contrast, our REB
has a stable execution time, which reveals its good scalability
against tag cardinality u. The reason for the inefficiency of TH
and EDFSA caused by the presence of blocker tag has been
explained in Section V.

2) Impact of Tag Ratio: REB significantly outperforms
the state-of-the-art identification protocols in terms of time-
efficiency, regardless of the tag ratio |B — G| : |[BN G| :
|G — BY. The different tag ratio may have a significant impact
on the execution time of protocols. Here, we fix u = 30000,
and evaluate the execution time of protocols with a varying
tag ratio. The simulation results in Fig. 9 demonstrate that
the proposed REB protocol consistently runs hundreds of
times faster than the state-of-the-art TH protocol and EDFSA
protocol. Moreover, the results in Fig. 9 clearly show the
performance trend of the protocols with varying tag ratio.

Besides comparing with the tag identification protocols, we
also conduct two set of simulations to compare our REB
with the representative RFID estimation protocols including
PZE/PCE [15], FNEB [36], LoF [17], and ART [13]. As shown
in Fig. 10, we compare REB with prior RFID estimation proto-
cols without blocker tag. The simulation results reveal that our
REB is indeed slower than several RFID estimation protocols.
For comprehensive comparison, we also conduct simulations
to evaluate the estimation accuracy of each protocol with
varying number of blocking tag IDs. We observe from Fig. 11
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Fig. 10. Evaluating the time-
efficiency of RFID estimation proto-
cols without blocker tag. The num-
ber of tags is fixed to 10,000.
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varying number of blocking tag IDs.
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that all protocols can satisfy the required confidence interval
[9(1—a), g(1+«)] with a high reliability only without blocker
tag (i.e., the number of blocking tag IDs is 0). However,
as the number of blocking tag IDs increases, only our REB
is able to correctly return the accuracy-guaranteed estimates.
Experimental results show that other protocols significantly
deviate from the required confidence interval. All in all, our
REB is the only protocol that can correctly perform RFID
estimation with the presence of blocker tag.

D. Evaluating the Energy-Efficiency

This section evaluates the energy-efficiency of REB when
the active RFID tags are used. Both TH and EDFSA only take
time-efficiency into consideration. For fair comparison, REB
uses the values of f and p that minimizes the time cost.

1) Impact of Tag Cardinality: REB significantly outper-
forms the state-of-the-art identification protocols in terms of
energy-efficiency, regardless of the tag population |U|. In this
set of simulations, we also fix the tag ratio of |B — G| :
|[BNG|:|G— BJto 1:1:1, and vary the size of universal set
U from 20000 to 50000. We make three main observations
from the simulation results in Fig. 12. First, the energy cost
of TH and EDFSA increases as u (indicating the system
scale) increases. The underlying reason is that TH and EDFSA
aim at identifying all the tags; their energy cost will be
proportional to the number of genuine tags. Since the tag ratio
is kept to 1:1:1, the increase of w also indicates an increase
of the number of genuine tags. Accordingly, the energy cost
will increase. Second, the energy cost of REB is almost
independent of the size of U. Third, our REB consistently
outperforms TH and EDFSA in terms of energy-efficiency.
For example, when u = 50000, the energy cost of TH and
EDFSA is 1.38664 x 10% w and 1.1686 x 10°® w, respectively.
And that of REB is just 4158.47 w, which represents 333 times
and 281 times improvement in terms of energy-efficiency over
TH and EDFSA, respectively.

2) Impact of Tag Ratio: REB significantly outperforms the
state-of-the-art identification protocols in terms of energy-
efficiency, regardless of the tag ratio |B — G| : |BN G| :
|G — BJ. In this set of simulations, we fix the value of u
and vary the tag ratio of |[B — G| : |[BNG| : |G — B| to
investigate the impact of tag ratio on the energy-efficiency of
each protocol. The simulation results shown in Fig. 13 reveal
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that our REB consistently outperforms TH and EDFSA under
different tag ratios by significantly reducing the energy cost.

E. Performance with Constraints on Time/Energy Cost

In practical applications, we may need to pose constraints
on the time cost or energy cost of REB. For example, the
trucks carrying tagged items may need to pass through a gate
that deploys RFID readers within a short time window; to
prolong the lifetime of active tags, we may need to pose
a constraint on the energy cost of each execution of REB.
Fig. 14 plots the energy cost of REB with a given an upper
bound on the time cost. With the simulation settings shown
in Fig. 14, the minimum time cost of REB is 15.7s. When
the required time threshold is within the range of [10,14],
we have to configure the parameters of REB to minimize its
time cost. And thus, the energy cost of REB is stable at a
certain level when the time threshold is within [10,14]. On
the contrary, when the time threshold is larger than 15.7s, the
energy cost of REB decreases as the time threshold increases.
The underlying reason is that we can use a relatively small
p when time threshold is large, and accordingly, the energy
cost of REB decreases. Fig. 15 plots the energy cost with
a given constraint on the time cost. As the allowed energy
cost increases, the execution time of REB decreases. When
the constraint on energy exceeds 3 x 10%w, the constraint on
energy will not be the bottleneck, then the time cost of REB
remains at the same level.

V. RELATED WORK

In the infant stage of the study of RFID, a great deal of
attention was paid to the problem of tag identification that aims
to identify the exact tag IDs. Generally, there are two types of
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identification protocols: Aloha-based protocols [22] and Tree-
based protocols [23]. Fundamentally, the Aloha-based protocol
is a kind of Time Division Multiple Access (TDMA) mecha-
nism. A tag ID can be successfully identified in a slot when
only one tag responds in this slot. As for tree-based protocols,
the reader broadcasts a 0/1 string to query the tags. A tag
responds with its ID once it finds that the queried string is the
prefix of its ID. A reader identifies a tag ID when only one
tag responds. The execution time of identification protocols
is proportional to the tag population size. As explained in
Section I, the performance of tag identification protocols will
further deteriorate with the presence of blocker tags.

In recent years, a great effort has been made to study the
problem of tag estimation [9], [13], [15]-[20], [28], [30]. The
RFID estimation protocols can be used for various purposes.
For the first example, when optimizing the performance of
an Aloha-based tag identification protocol, we should set the
frame size to the number of tags, which, however, is not known
in prior. Here, an RFID estimation protocol that can quickly
and accurately tell the tag cardinality is desirable. For the
second example, consider the stock monitoring in a retailer, we
only need to know the tag cardinality instead of the exact tag
IDs. Hence, we prefer the fast RFID estimation protocols to
the time-consuming tag identification protocols. To the best of
our knowledge, the first piece of work concerning with RFID
estimation was proposed by Kodialam et al. in 2006 [15]. They
proposed PZE that uses the number of empty slots in a time
frame, and PCE that uses the number of collision slots in a
time frame to estimate the number of tags. The underlying
reason is that they can establish a monotonous functional
relationship between the number of tags and the number of
empty slots or collision slots. Then, they can leverage the
number of empty slots or collision slots observed from a time
frame to perform the estimation of tag cardinality. Kodialam et
al. have demonstrated that PZE and PCE are complementary to
each other well, and combining them gives hybrid estimation
protocol called UPE that performs well for a wide range of tag
set cardinalities. Qian et al. [17] exploited the hashing with
geometric distribution to estimate the cardinality of tags, and
thus, proposed the Lottery Frame (LoF) scheme. In LoF, each
tag has a probability of % to choose the i slot to respond
to the reader. LoF requires the reader to distinguish empty
slots from non-empty slots. An intuitive insight behind LoF’s
estimator is that the more tags are there in the system, the



longer the length of continuous non-empty slots is expected
to be. Hence, they can leverage the latter variable observed
from a time frame to estimate the number of tags. Shahzad
et al. proposed the Average Run based Tag estimation (ART)
by observing the average length of sequences of consecutive
non-empty slots [13]. ART is fast because its estimator has
a smaller variance than previous RFID estimation protocols.
Zheng et al. proposed Zero-One Estimator (ZOE) in which
the responses from all the tags aggregate in the single time
slot, and thus, allow ZOE to make extensive use of each time
slot. Chen et al. proposed to put together various estimation
schemes as building blocks in a proper manner, and thus
achieve a more efficient protocol [18]. Li et al. argued that
besides time-efficiency, energy-efficiency is also an important
issue that must be carefully dealt with when battery-powered
active tags are used. They proposed an estimation scheme
called Maximum Likelihood Estimator (MLE) to take the
energy-efficiency into consideration [20]. For multi-category
RFID systems, the literature [21] proposed to estimate tag
cardinality in each category with a simultaneous manner; and
[4], [9] studied the top-k query problem (i.e., pinpointing the &
largest categories). For dynamic RFID systems, literature [7],
[28] studied how to quickly estimate the number of absent
tags and that of the remaining tags.

VI. CONCLUSION

This paper formally defines a new problem of RFID esti-
mation with the presence of blocker tags, and makes the first
piece of effort that towards providing an efficient solution. The
proposed RFID Estimation scheme with Blocker tags (REB) is
compliant with the commodity EPC C1G2 standard, and does
not require any modifications to off-the-shelf RFID tags. REB
provides an unbiased functional estimator which can guarantee
any degree of estimation accuracy specified by the users. Using
REB, a retailer can monitor the product stock in a timely
manner; meanwhile, the blocker tags are being used to protect
the privacy of some important items. Rigorous analysis is
given to optimize the parameters of REB to minimize its time
cost and energy cost. A trade-off between the time cost and
energy cost can be flexibly controlled to satisfy the practical
requirements. Extensive simulation results has revealed the
advantages of REB over prior schemes in terms of estimation
accuracy, time-efficiency and energy-efficiency.
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